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ABSTRACT

This paper discusses a novel algorithm for solving a missing data problem in the machine learning pre-processing stage. A model built to help lenders evaluate home loans based on numerous factors by learning from available user data, is adopted in this paper as an example. If one of the factors is missing for a person in the dataset, the currently used methods delete the whole entry therefore reducing the size of the dataset and affecting the machine learning model accuracy. The novel algorithm aims to avoid losing entries for missing factors by breaking the dataset into multiple subsets, building a different machine learning model for each subset, then combining the models into one machine learning model. In this manner, the model makes use of all available data and only neglects the missing values. Overall, the new algorithm improved the prediction accuracy by 5% from 93% accuracy to 98% in the home loan example.
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1. INTRODUCTION

In supervised machine learning models, the accuracy of the model depends on the quality of the available dataset used for training. In most datasets, there are missing items. The way of handling the missing items is critical to train the model toward getting the expected results. The most common ways to handle missing items are by removal of the whole entry, by replacing the missing items by its default value, by changing the missing items to a zero, or by writing the average value instead.

In this paper, the team used an example of home loans dataset which includes 220 fields and by removing the missing items, the dataset shrunk from 307,511 entries to 8,603 entries and a 97.2% reduction in data size affected the performance of the estimation. The other solutions manipulate the data by introducing another value that is not the real value for this entry, leading also to lower accuracy [1]. This huge reduction urged the team to find another way to handle the missing entries. The team decided to come up with a way to pay attention to every unique cell that is blank, instead of just deleting a whole row if one cell is missing data. Especially when the team was aware that there were 220 unique features in the dataset, and how hard it was to gather more data.

The novel algorithm proposed in this paper aims to only remove the missing cells. This can be done by breaking the dataset into multiple subsets, each consisting of only one feature. Each subset is used to train a simple machine learning model. Then using a weighting mechanism, all models are combined into one model that uses all the available features.
THE PROPOSED ALGORITHM AND A SURVEY OF EXISTING METHODS

When researching ways to handle missing data, the team found that others have tried a variety of different methods, but only the top five methods for handling missing data will be discussed [2-7]. In each method, advantages and disadvantages are stated. The five methods found in research are:
- deleting rows,
- replacing with mean or median or mode,
- assigning a unique category,
- predicting the missing values, and
- using algorithms that support missing values.

2.1. Deleting rows

In the first method, the advantages of deleting rows can result in a robust and accurate model. Disadvantages of deleting rows is the loss of information and data. The biggest challenge is that if the missing values are a big percentage of the data, then the dataset is bound to be skewed.

2.2. Replacing with mean or median or mode

In the second method, advantages of replacing with the mean, median, or mode is that it can add variance to the dataset. This can be good when the dataset is small, and it also prevents data loss or removal. Disadvantages of replacing with the mean, median, or mode is that imputing the variations add variance and bias. Also, there are more complex imputation methods that are better, yet more complex.

2.3. Assigning a unique category

In the third method, advantages of assigning a unique category are that there are less possibilities with adding one extra category, this results in low variance. Disadvantages of assigning a unique category is that it adds less variance and also that by adding another feature to the model while encoding may have negative results in the original data and in return give a poor accuracy and performance.

2.4. Predicting the missing values

In the fourth method, advantages of predicting the missing values are that imputing the missing variable can be an improvement as long as the bias from the same is smaller than the omitted variable bias. Disadvantages of predicting missing values is that it is only truly considered a substitute for the true missing values. Also, the bias can also increase when an incomplete conditioning set is used for categorical values.

2.5. Using algorithms that support missing values

In the fifth method, advantages of using algorithms that support missing values is that they do not require creation of a predictive model for each cell with missing data in the dataset. Also, it negates the loss of data by adding a unique category. Disadvantages of using algorithms that support missing values is that it adds less variance and adds another feature to the model while encoding, and therefore may challenge the performance and accuracy.

2.6. Survey of related work

In the ‘Background’ section, there were five different methods discussed that were researched for different ways to handle missing data. Doing more research, the team found actual surveys of where some other researchers have used one of the five methods discussed previously. The top two surveys will be discussed [8-10]. In the first survey, there are two methods compared when using to help educational research. The two methods that were compared were stepwise regression which is the same as ignoring the missing data versus multiple imputation. Throughout the article, it talks about how in regression modeling the stepwise regression can be dangerous in missing files as the loss of information can be critical and the analyst may not even notice it. This is compared to one of the five methods researched in the sections above. It essentially removes the whole entry for any blanks found in the data and the article agrees that it can have potential loss of substantial amounts of information while also increasing the bias for the models applied. Then, the article discusses how multiple imputation is not yet being accepted by everyone because it involves adding simulated data to a raw data set and people think that there is a manipulation in the data and therefore not a good representation of the original data. Yet, imputation does the opposite as it tries to use the information available to simulate the missing data to minimize the bias.

The second survey reviewed the challenges of missing data in applying it to medical research. The article further discussed an imputation method stating that many people were not considering it and instead were considering case-wise deletion method. The data was a classification dataset and it helped to validate
and confirm one of the five methods discussed above in saying that the imputation method is not good enough for handling the missing data. It discusses handling missing data at random versus not at random stating the problems with alternative to data manipulation.

2.6. Proposed approach

The proposed approach to solve the problem of missing data is to take into consideration the unique value of a cell directly, instead of just deleting the whole entry. Instead of deleting the whole entry when finding a blank field, the team only deleted that one specific cell. The team combined multiple 1-feature models to create a new model. In this manner, the model created is first trained by each feature alone, then weights were combined together. In the ‘Methods’ section, the proposed approach is furthered discussed with the training of the 220 different models and features. Having all different weights from the different models, they will be combined together to have one big model without jeopardizing the integrity of the full missing entries, yet still being able to gather more accurate data for the features.

3. RESEARCH METHODS AND IMPLEMENTATION

3.1. Pre-processing the data

In this phase, the team had to understand the available data, how it is linked together, and how to find a target for any entry in the CSV files. It required a lot of intensive reading and researching previous implementations to see what tests others have implemented and why it worked or did not work at a certain prediction accuracy [11-13]. Then, it was noticed that the data included lots of string datatype variables. For example, ‘Does the applicant have a car?’ It would either be a ‘yes’ string variable or a ‘no’ string variable. String datatypes can be very complex to process, so a series of data dictionaries were implemented to map all values from categorical values to numerical values. For the converted cells, if the cell was empty a value was assigned to an integer variable of ‘99999999’. Also, the target value was mapped to an integer variable of 1 identifying that it was fine to lend the applicant money and an integer variable of 0 to identify a high risk applicant. Then, the logistic regression model was trained on 80% of the data and tested using 20% of the data. The results gave an acceptable accuracy percentage of 91%. Figure 1 is a sample of the dictionaries implemented.

![Figure 1. Sample dictionaries created](image)

3.2. Understanding each feature impact on target

In order to understand each feature impact on the target value (which flowchart is shown by Figure 2), the team had to calculate the accuracy of each feature alone. This was done as part of data understanding. It was also done at first when trying to choose specific features, not to use all of them. In this case, the team implemented 220 models for all features, calculated the percentage and saved them. However, the first 120 features accuracies are represented in Figure 3, it was noticed that some of the features are have a very minimal impact of 7% prediction while others had maximum impacts of up to 90% accuracy. The team also noticed a lot of blanks were present in some features.
3.3. Removing blanks and checking the accuracy

The team decided to prepare the data more to have it in a better shape and better usage. Thus, to remove blanks and start comparing features for the feature selection part. The team found that blanks are handled mainly in one of the 3 methods. Either by removing entries, or by filling in the blanks by default values or zeros. The team tried removing the whole entries, but that cause the data size to shrink from 307,511 entries down to 8,603 entries. Also, the prediction accuracy became much lower and the feature effect on the target prediction decreased significantly. This was mainly the main motivation to switch the focus on how to handle missing data. Figure 4 illustrates the impact of each feature on target prediction, while Figures 5-6 shows the process flow.
3.4. Handling missing data

The implemented approach is about handling missing data in a new machine learning model. After removing all entries with missing data, the accuracy declined enormously. For this reason, the team decided to have another model that is a combination of multiple 1-feature models. In each model, the team handled the missing data in one of the already known methods which included applying the feature’s default value, getting the average if the feature is a numerical data, or just removing the missing cells. The model was applied to each feature alone in order to find the best approach for each one. The next step the team took was to train 220 different models for the 220 features. Then, having the different weights from the different models, the team combined them together to have one model that is not ruined by missing data and at the same time, getting accurate data for all features. However, this was not enough because if the feature used alone to train the data is hardly related to the target, it may affect the overall model [8] (see Figure 7). So further mathematical solutions were applied (as illustrated by Figure 8):
- Multiply the new weights by old weights from the model used to train the 220 features together.
- Multiply the new weights by the testing accuracy from each separated model before removing blanks.

\[
y = w_0x_0 + b_0 = w_1x_1 + b_1 = w_2x_2 + b_2 = w_3x_3 + b_3 = w_4x_4 + b_4 = w_5x_5 + b_5 = w_6x_6 + b_6 = w_7x_7 + b_7
\]

if: \( w = [w_0 \ w_1 \ w_2 \ w_3 \ w_4 \ w_5 \ w_6 \ w_7] \)

and: \( b = [b_0 \ b_1 \ b_2 \ b_3 \ b_4 \ b_5 \ b_6 \ b_7] \)

then

\[
Y = w.X + b
\]

\[
= w_0x_0 + b_0 + w_1x_1 + b_1 + w_2x_2 + b_2 + w_3x_3 + b_3 + w_4x_4 + b_4 + w_5x_5 + b_5 + w_6x_6 + b_6 + w_7x_7 + b_7
\]

But this is equal to \( 8T \) not \( T \).

Figure 7. Old method of handling missing data, all white squares are presenting missing data

Figure 8. Proposed method of handling missing data (white squares = missing data)
a. Method I: Divide it by the number of features. In this example, it should be divided by 8 features, but in the project, it was divided by 220 features.

\[
Y = w \cdot X + b = (w_0 x_0 + b_0 + w_1 x_1 + b_1 + w_2 x_2 + b_2 + w_3 x_3 + b_3 + w_4 x_4 + b_4 + w_5 x_5 + b_5 + w_6 x_6 + b_6 + w_7 x_7 + b_7)/8
\]

So \( w = \frac{[w_0 \, w_1 \, w_2 \, w_3 \, w_4 \, w_5 \, w_6 \, w_7]}{b} \)

and: \( b = \frac{[b_0 \, b_1 \, b_2 \, b_3 \, b_4 \, b_5 \, b_6 \, b_7]}{8} \)

b. Method II: When linear regression was first used, the weight vector was derived, (assume it as \( v \) instead of \( w \) not to conflict it with the \( w \) that has already been discussed).

Let \( v = [v_0 \, v_1 \, v_2 \, v_3 \, v_4 \, v_5 \, v_6 \, v_7] \). Since it is known that the weight sum is always equal to 1, then an equation can be established such that \( v_0 + v_1 + v_2 + v_3 + v_4 + v_5 + v_6 + v_7 = 1 \). In this case, each element of \( w \) was multiplied by the corresponding element of \( v \). The higher impact weight in the \( w \) vector is enhanced by the weight from the initial linear regression weights \( v \). Therefore, \( w = \frac{[v_0 \, w_0 \, v_1 \, w_1 \, v_2 \, w_2 \, v_3 \, w_3 \, v_4 \, w_4 \, v_5 \, w_5 \, v_6 \, w_6 \, v_7 \, w_7]}{8} \).

3.4. Creating 220 models

To implement this approach, the team needed to build a machine learning model for each feature alone. The team decided to use the linear regression model for two main reasons. The first main reason that a linear regression model was used was because it was cleaner to build the weighting vector from the separate weights [14]. The second reason that a linear regression model was used was because it had a higher accuracy in normal cases for this dataset than the logistic regression model which compared 93% vs 91%, respectively.

To implement the models, the team set up the \( X \) matrix first. Then, 220 \( X \) vectors were built in each one. Thereafter, all the blank data were removed from all the gathered CSV files. After this setup, the team continued to gather the corresponding target vector for each input data vector. This was done because when the blank data is removed from only one column (not all columns together), the \( T \) vector was needed to match the data input. In this process, the challenge was that not all CSV files had the target column.

Although, it was only the “application-train.csv” file, the rest of the files had an attribute that was called “Key ID Current” that was present in some of the CSV files including in the “application train.csv” file. The team used the IDs in these CSV files to be able to link the target to the input data from the other CSV files. Then, it was noticed that some of the CSV files did not have the “Key ID Current” attribute present, but there was another ID that existed that could be used with the rest of the files because it linked up each of those IDs nicely for all of the files. In this manner, the team used the secondary ID found to get the “T” vector for all input data [15].

3.4. Creating new model

Now, having the 220 \( X \) vectors and the 220 \( T \) vectors, the team divided them into 80% training data and 20% testing data. The team trained all models and got 220 \( w \) and 220 bias values. Method I and Method II were implemented to combine and create the \( w \) vector for the new model. Figure 9 is a flowchart describing the new approach. Color light orange represents the novel idea. The main flow chart contains rectangles and boxes. The boxes are explained in more detail in other following flowcharts with similar color of the original box.

4. RESULTS AND DISCUSSION

4.1. Creating testing dataset

For testing, the team could not just use each file separately like it was done for the training part. Therefore, the team mapped all the data from all files using the IDs found in the CSV files. This step took way more time than expected. The team searched for a method to do this process of mapping without “for” loops to reduce time complexity, especially with the large dataset that was available, but unfortunately, there was no easy method found. The method that was used to combine the data is the following: First, the team initialized a new \( X \) array as a set of zeros array with the size of 307511 rows and 220 columns. Then, using the “application train.csv” file as the main file, the team looped over all IDs in the file and searched for the matched ID in the “Credit - Card Balance.csv” file. In the case that a match was found, the team appended the values from the “Credit Card Balance.csv” file to the \( X \) array which already had the values from the “application train.csv” file. The team repeated this process for all the CSV files so that the \( X \) matrix was available. The data was then separated into the training set and testing set, such that the testing dataset was not used before in the training [16].
4.2. Results for testing the new model

Having the testing dataset established and the ‘w’ ready for the two methods, testing took place. It was found that the accuracy for both methods increased to 98%. This is a 5% increase in prediction accuracy from the old methodology which had an original accuracy of 93%. The team had to review to find out why both methods resulted in 98% prediction accuracy. The team found that the difference in the two methods did not affect the final result by a large margin because ‘Y’ is normalized at the end. If the value ended up being greater than 0.5, then it was rounded up to 1, and if the value was less than 0.5, then it was rounded down to 0.

4.3. Discussion

4.3.1. Application

This research has been done in parallel to another research about autonomous control of an all-terrain vehicle (ATV) in the woods. The research was divided into phases. The first phase [17-19] was to control the ATV using algorithms. The second phase was to gather data from the ATV while moving [20] and use the data to implement a rating mechanism to identify different driving behaviors. The third phase is to use the data gathered with the method invented in this paper in order to control the ATV using machine learning techniques.

4.3.2. Lessons learned

Through this project, the team was able to learn a variety of technical and soft skills. Some of the technical skills learned through this project were the exploration of the linear regression model in comparison...
to the logistic regression model to see which would best fit the data of this specific classification project. At first, one of the most challenging things for the team was choosing a project which contained enough data. In machine learning, the team learned that it is very important to have as much raw data as possible. This was essential for training and being able to generalize better for testing whichever model chosen. Another skill learned through this research project is that it is very important to pre-process the data carefully and thoroughly. If the data is not pre-processed properly, it will be trained in the wrong manner and therefore give skewed results. Therefore, pre-processing the data is as important if not more important than training it and testing it.

Other skills that were learned throughout this project were the continuous implementation of programming in Python language and using its libraries to make use of all the resources available to analyze the data. This was a learning curve, but it helped in the long run in being able to handle data from multiple CSV files at the same time. This along with handling Python’s classes, methods, and variables between multiple Jupyter Notebooks and multiple machines were things that had to be learned in order for the team not to waste time doing things manually or one step at a time. Other minor lessons were learned such that it helped reduce the file size and computation time. Examples included things such as removing ‘print’ commands if they were not needed, reducing loops, reducing the number of cells in a notebook, and having separate project classes into multiple notebooks. All of this made the pre-processing, training, and testing part of the project much more bearable keeping time complexity in mind.

Overall, it was learned that by using linear regression model and taking each blank cell as a unique attribute to handling missing data, the data accuracy was able to be enhanced by 5% from 93% to 98%. Future improvements will include the use of more complex models such as using neural networks to see if the data accuracy can increase to be even slightly better or if there are any changes as well as challenges that come with it. Other future improvement included how to implement missing data handling techniques in other more complicated models such as reinforcement learning using greedy algorithms to test the agent learning and different methods in unsupervised learning methods such as k-nearest neighbors (KNN) to show potential discrete and continuous attributes [14].

5. CONCLUSION

Using the conventional methods for handling missing data, the data were reduced to 8,603 entries instead of 307,511 entries of the original dataset. The novel algorithm discussed in this paper allows the usage of all the available data. The new method enhanced the accuracy of the machine learning model tested from 93% using the conventional algorithms to 98% using our novel algorithm. The novel method extends further than just this research as it can be applied in different areas including training networks like the ATV mentioned in the discussion section above.
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