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 Human hands are essential in everyday tasks, mainly manipulating and 

grasping objects. Thus, accurate and precise three-dimensional (3D) models 

of digitally reconstructed hands are valuable to the world of ergonomics. 

A 3D scan-to-render system called the “3D hands model rendering using a 

6-degrees of freedom (DoF) collaborative robot” is proposed to ensure that 

a person receives the best possible outcome for their unique anatomy. The 

description implies this is using a 6-DoF robot with a two-dimensional (2D) 

camera sensor that will encompass all forms of the production line in a 

timely, low-cost, precise, and accurate manner so that an individual can go 

to and scan their hand and have an actual 3D reconstruction print within the 

same facility, the same day. It is expected to generate an accurate hand 

model using structure from motion (SFM) system techniques to create a 

dense point cloud using photogrammetry. The point cloud is used to 

develop the tetrahedral mesh of the surface of the hand. This mesh is then 

refined to filter out the noise of the point cloud. The mesh can produce a 

precise 3D model that can tailor products to the consumer's needs. The 

results show the effectiveness of the 3D model of the hand. 
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1. INTRODUCTION 

Human hands are handy and can be considered essential to complete many tasks that humans do 

daily. Delicate movements and gripping abilities allow for very dexterous skills that have become part of 

daily life, such as typing on a keyboard or driving a vehicle. Due to this, the development of ergonomics for 

hand-specific product design has become an essential aspect of the creation process [1], [2]. Ergonomics are 

used in developing many products, such as work products like gloves and tools, office products like computer 

keyboards and mice, and recreational products like sports equipment and video game controllers to improve 

either safety or comfort of the user [3]–[5]. Ergonomics have also been used to develop medical devices to 

keep the affected area comfortable during the healing period [6]. Hand ergonomics uses hand anthropometry 

to obtain hand measurements to generate a better, safer, or more comfortable design [7]. As depicted in 

Figure 1, a biomechanical aspect shows that direct relationship between musculoskeletal injuries and 

unsuitable hand tools that exacerbate occupational risk factors [8]. Thus, hand ergonomics can be seen not 

only as providing comfort and aesthetics but as life-saving purposes. Various methods have been employed 

to obtain such data but overlap in experimental acquisition tended to be the norm when narrowing 

methodology down to two-dimensional (2D) and three-dimensional (3D) imaging tactics. 

https://creativecommons.org/licenses/by-sa/4.0/
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Figure 1. Typical measurements used for ergonomic data for hands 

 

 

As measuring methods have improved, the anthropometrics used for design have increased, going 

from a few basic dimensions such as length and width to more complex 2D models that show hand span and 

finger thickness, to finally, full 3D models of the hand [5]. These measurements are taken using a few 

techniques. The first is the manual anthropometric acquisition, also known as direct measurement (DM) or 

direct measurement protocol (DMP), which requires someone to manually take the experimental 

measurements of the hand. Another technique is 2D image analysis or photogrammetry, where an image is 

taken of the hand, and then the picture is used to find the dimensions of the hand. The final technique is 3D 

hand scanning which includes using light detection and ranging (LIDAR) scanners, 3D depth cameras, or 

multiple images from 2D cameras and critical point clouds to generate a computer model. The 3D scan is 

important because it is a more precise representation of the hand’s complex curvature, which is challenging 

to model accurately with only manual measurements and which changes from person to person [5], [9]. 

A few examples of the different types of anthropometric data used in the design and production of 

objects follow. While designing a wrist brace, Koo and Lee [10] used 3D models of multiple hands to create 

a brace that mounts better to the shape of a hand. Lee et al. [11] described using 3D models of different body 

parts to evaluate designs of ergonomic military equipment. The reasons that were going for the 3D models 

include using them in the design and simulation of the product and in the structural analysis of the design. 

Griffin et al. [12] used hand anthropometrics to acquire and overlay multiple hands to develop three specific 

sizes of gloves so that they fit better as depicted in Figure 2. They also found that due to the lack of hand 

models on which to base design decisions, many hand-based products need to be better proportioned causing 

user difficulties. 

These studies all took an amalgamation of scans and had difficulty in merging the models together 

and scaling them correctly. Other difficulties that have occurred during the process of designing objects for 

human hands relate specifically to the diversity of proportions that occur in human hands. To combat this 

greater personalization can be used to make products that fit well for one person. The problem with this is the 

cost of personalized products is much greater than that of mass-produced ones [3]. There are various methods 

available that can be used to scan a hand. The first option to consider is whether the scan will be done 

manually, semi-automatically, or fully automatically. Each of these methods has its own advantages and 

disadvantages [9]. For example, one reference used magnetic resonance imaging (MRI) to create a precise 

hand model [2], while other articles analyzed their own data acquisition by comparing the hand 

measurements of a number of participants with varying gender percentages that were taken via direct 

DM/DMP/manual anthropometry, 2D image analysis or processing/photogrammetry, and 3D imaging. For a 

manual scan, the scanner system shown in Figure 3 is held by the operator who uses personal judgment to 

determine the angles and position of the object the scanner views to generate the 3D scan. For this method of 
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scanning, the advantages are greater flexibility in object size to be scanned, more control over the angle the 

scanner obtains, and a cheaper price of setup; but the major failings of the system are less accurate 

repeatability of the scan, longer time to complete a scan, and training is required for the person to operate the 

scanner [13]. 

 

 

  
 

Figure 1. Hand-wearing mal-fitting glove 

 

Figure 2. 3D handheld scanner 

 

 

For a semi-automatic 3D scanner, the scanner is held by a robotic manipulator and driven by an 

operator who determines the position and angles used to generate the scan, as shown in Figure 4. This 

method of scanning has better speed and repeatability than manual scanning but has issues when the size of 

the object to be scanned is too large. The cost of a semi-automatic scanner is much higher than that of a 

manual scanner as well [14], [15]. A fully automatic 3D scanner, as in RoboScan [16], has the object placed 

in a predetermined location and the scanner, which is attached to a robotic manipulator, moves around the 

object with the position and angles either preset or determined by a program. For the fully automatic method, 

the advantages are the speed of completing the scan, repeatability of the scan, and accuracy of the scan; the 

disadvantages are the cost of materials, restrictions to the size of the object scanned, and possible issues with 

safety. Another decision that must be made for completing 3D scans is what type of scanner will the system 

use. The three most common systems for 3D scanning are laser rangefinders such as LIDAR, 3D depth 

cameras such as Microsoft Kinect, and 2D cameras using photogrammetry. Laser range finders are used in 

[11], [12], [17] to scan the objects and find issues with movement during scanning which can cause defects or 

distortions in the model. Laser rangefinder scanners are also more expensive and typically take longer to 

complete a scan. 

 

 

 
 

Figure 3. Stationary scanning system where the object is rotated, and the camera remains still 
 

 

Yamakazi et al. [14] and Pan et al. [18] used 2D camera setups due to the inexpensive cost and 

speed of the scan. However, the computational requirements and processing time are much greater than the 

laser scanner. The computational cost of the 2D camera is due to the large set of photos that are needed to 

generate the number of key points to create the point cloud necessary for a 3D model. 

The 3D depth camera [19], as shown in Figure 5, is a combination of the laser scanner and the 2D 

camera as it has a rangefinder attached to a camera that works together to create the model. The 

computational cost of this method is greater than just the laser rangefinder but less than the 2D camera setup. 

It is also more resilient to the movement of the object, but the scanning time is longer than the 2D camera 

setup. To create a full model of an object three different methods are typically used. The first method [20] 

takes multiple flat models of the object from different angles and merges them together in the correct 

orientation to generate the final full model. Another method [19] is to have the object held by a gripper 

attached to the robotic manipulator and rotated in front of the scanner to get the full object model and then 

remove the gripper from the model. However, this method obtained some small errors in the model due to the 

pressure from the gripper and the subtraction of the gripping fingers. To use 2D or 3D photogrammetry to 
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obtain such data in an efficient manner and reconstruct them into 3D object models, a robot manipulator can 

be used to take photos at many different angles and replace a multi-camera environment for efficiency. One 

reference used a 6 degree-of-freedom (DoF) robot manipulator with a laser sensor (2D rangefinder) attached 

to its end-effector and used an iterative-closest point (ICP) algorithm to obtain and then calibrate objects or 

environments and filtering noise while considering the pose (position and facing angle) of the laser [21]. 

Here, the laser sensor and 2D camera sensor can be interchangeable, and the same pose considerations can be 

used. Another usage of 6 DoF robots is in using an RGB-D depth camera such as Microsoft Kinect® 

connected to a Baxter® robot’s manipulator to provide a self-identifying non-collision environment using a 

3D point cloud. A simplified 3D model of the robot was generated using the point cloud, and then a collision 

prediction algorithm was proposed to estimate collision parameters as they would happen in real-time [22]. 

 

 

 
 

Figure 4. 3D depth camera 

 

 

2. PROPOSED METHOD 

Based on the points above, it is shown that research has been done to create a good model of the 

human hand for ergonomic design and medical purposes. However, there are still issues with the current 

practices used to achieve the model. One issue that occurs is to scan a hand precisely, most of these 

experiments showed that it was difficult to get a proper scan with an individual’s actual hand due to 

involuntary movement, and thus resorted to creating molds for their data acquisition. Also, the diversity of 

proportions that occur in human hands makes designing ergonomic devices extremely difficult.  

To address these issues our system will scan one person’s hands and tailor the product to that 

person. This personalization will increase the comfort and usability of the product; however, it will also make 

the product more difficult to manufacture and more costly. These tradeoffs are acceptable because the 

increase in comfort and usability will make the product more desirable and consumers will pay more for it. 

For our system to become more fully customizable it must have a method of scanning the hand of the target, 

modeling the hand, and a method of manufacturing the product.  

From the three types of systems discussed above, we decided to go with a fully automatic system for 

increased speed, accuracy, and repeatability. The increased speed is important because the system will be 

scanning a live hand and small changes in position could cause issues, and thus a quick scan will minimize 

mistakes due to those changes in position. Accuracy is also important for the customization that we wish to 

be able to impart to the product. For our scanning system, we decided to use the 2D camera setup as it is the 

cheaper option and the scanning (image acquisition) is done at a higher speed and takes less time. The reason 

this is important is that if the people must hold their hand in one position for a shorter period there will be 

less movement of the hand and a better model can be made. The main issue of using the 2D camera is the 

computational cost which is less significant for our application because we need speed during the scan, but 

the speed is less important once the images have already been acquired. The last method is to use a 

transparent base to hold the object and use the scanner in all directions of the object.  

For our system, we have decided to use the last method and have a transparent base to rest the hand 

on and have the scanner move around and under this base to get the full model. This will also leave an area 

around the object where the scanner will not enter which will add to the safety of this scanning method. The 

complete system consists of a 2D camera attached to a 6 DoF robotic manipulator in an eye-in-hand 

configuration which creates a 3D model of a human hand which is resting on a transparent base during the 

scan. This system aims to solve some of the issues that come up with ergonomic design and accessibility. By 

eliminating the need for a long, arduous process and by getting rid of unwanted contact due to archaic 

measuring systems, we can provide a more efficient way for people to obtain lifesaving products more quickly. 

 

 

3. METHOD 

The process of creating the 3D scanned model of the hand is complex. However, it can be 

understood easily if broken up into simpler steps. The procedures are i) hand positioning, ii) 3D scanning 

commencement, iii) image acquisition, iv) hand removal, v) image processing, vi) point cloud creation, vii) 

model generation, and vii) model post-processing. 
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The first and most important is hand positioning. The hand is placed on the transparent barrier with 

the digits comfortably spaced and the base of the wrist and finger pads being the only part of the hand 

touching the barrier as depicted in Figure 6. There should not be too much pressure on the hand as that may 

cause deformation of the hand which is undesirable in the model. The transparent barrier is set to a specific 

height and held at a set location with regard to the robotic manipulator. The importance of positioning is due 

to the potential injuries that may occur by the hand being struck by the robotic manipulator. 

After the hand has been positioned, the 3D scanning process may be started. The robotic 

manipulator, which is a Doosan Robotics M1509 model shown in Figure 7 must first be turned on and have 

the safety limits checked to make sure everything is in order. After that is done, the program is started, and 

the manipulator moves around the hand in a predetermined path collecting images of the hand from various 

positions and angles at high speeds. There is a predetermined volume that the manipulator is programmed to 

avoid which is where the hand must be positioned. The path programming was completed with the built-in 

system programming language called Doosan Robotic Language (DRL) which is based on Python. 

The images are acquired using a Samsung camera which is a camera sensor attached to the Galaxy 

Note 9 series phone, with 12 megapixels, 1/2.55-inch sensor, dual-pixel PDAF, f/1.5-2.4 variable-aperture 

lens as shown in Figure 8. This sensor is ideal for our image acquisition because it is both small and light, 

which means that the manipulator will be able to move at higher speeds. It also can autofocus which should 

allow a smoother image even if taken while in motion. It can also transmit the images to a laptop over WIFI 

or Bluetooth. Also attached to the manipulator will be a light to provide good illumination for the hand and to 

limit images that are unusable due to backlighting. The camera sensor will take many images to be used in 

the model creation process, along the order of 300 images per model made.   

 

 

   
 

Figure 5. The hand is resting  

lightly on the transparent barrier  

in a semi-relaxed manner 

 

Figure 6. Doosan  

robotics manipulator  

M1509 

 

Figure 7. Samsung camera  

which is attached to Galaxy  

Note 9 

 

 

After the images are acquired and the robotic manipulator returns to its home position, the hand may 

be safely removed from atop the transparent barrier. With speed as the focus of the scanning technique, the 

total time should be five minutes at a maximum in static mode. Once the scanner is finished the images are 

sent to a computer for processing. The images that are unusable due to poor lighting, reflections from the 

transparent barrier, blurriness, or other defects will be removed from the data set. 

The surviving original images are sent through an open-source program called visual structure from 

motion (SFM) [23] which creates a model of where the cameras are placed and angled as well as a point 

cloud of key markers. These key markers are identified using the scale-invariant feature transform (SIFT) 

method. This method identifies local features in images and identifies a vector that can describe each feature. 

This set of vectors is used to compare with sets from other images and from those that are close enough to be 

considered a match across multiple images to create a point that is placed in the point cloud. VisualSFM also 

sets these points in a 3D space so that the images from the hand can be identified in real space. 

The 3D point cloud is made up of many points that will all be on the surface of the hand. By 

connecting these points in a tetrahedral mesh, the basic model is formed as depicted in Figure 9. The program 

we will be using creates the mesh by creating a vector between a point and its 8 closest neighbors. If the 

points overlap with a closer set, then that mesh section is removed from the set of meshes used for the model. 

After the surface has been suitably modeled it goes through the final processing.  

The model processing takes the surface mesh that was created and smooths it out. It removes any 

jagged edges and lowers peaks so that it models the hand more closely. This is done using a program that 

computes the derivatives of each mesh line leaving a point and subtly adjusts the point location to minimize 
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the changes. It will also sort through the point cloud to identify points that are not part of the model and 

remove those entirely. A series of various views for the data collection process is shown in Figure 10. 

 

 

 
 

Figure 9. 3D point cloud generated from images of a hand 

 

 

    
(a) (b) (c) (d) 

 

Figure 10. Basic 3D draft of robot manipulator setup and application from (a) a general isometric view, (b) 

side view, (c) front view, (d) top view, showing the (1) robotic manipulator, (2) 2D camera with a constant 

light/flash, (3) transparent tray for the hand to stay completely still in rest mode 

 

 

Through this process, the final model will be created and accurately resemble the hand that has been 

scanned. This model can then be used for product design, ergonomic studies, or medical research. It can also 

be used to create a representation of the hand by sending the model to additive manufacturing equipment and 

printing out a plastic 3D model. 

 

3.1.  Hardware 

3.1.1 6-DoF robot manipulator: Doosan robotics M1509 

The Doosan Robotics M1509, a collaborative robot (a.k.a. cobot) system is intended to directly 

interact with people in a shared space and/or in proximity. The system consists of a 6 DoF manipulator, as 

shown in Figure 11, a controller, and a teach pendant, as shown in Figure 12.  

 

 

 
 

Figure 8. A 3D Model in Autodesk® Fusion 360® with captured isometric views (top), and front, back, and 

side views (bottom) to show the Doosan Robotics M1509 manipulator in its resting position 
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Figure 9. The Doosan Robotics M1509’s Controller (left), and the Teach Pendant (right) 

 

 

The manipulator consists of 10 main parts: the base, the links (Link1, Link2), the joints (J1, J2, J3, 

J4, J5, J6), and the tool flange. The base is grounded to a table while the links act as the appendages of the 

robot for necessary reach, and the joints rotate to extend and contract the manipulator links as needed. The 

tool flange is an end-effector located at the tip of the manipulator that allows the installation of sensors and/or 

other tools, such as grippers, to be attached to it depending on the purpose of the system. While the main 

system is maintained and regulated through the controller, the manipulator itself has its own backup control 

system called a cockpit that allows direct teaching and operation [24]. 

The controller shown in Figure 12 acts as the computer that controls the main functions of the 

manipulator and its components. It has several input/output (I/O) terminals that connect to the manipulator and 

teach pendant. It also consists of a power switch, I/O connection terminal, cable connection terminals for both 

the teach pendant and manipulator, and a power connection terminal for connection to the power supply  The 

teach pendant, or the device that “teaches” the manipulator how to do its tasks through a programmable 

interface, consists of a power button with a power LED to indicate when power is on/off, a hand guiding button 

for more fine-tuned tasks, and an emergency stop button to stop robot operation in case there is an emergency. 

 

3.1.2. 2D camera for sensors 

A 2D camera sensor will be attached to the tool flange component of the manipulator and will 

function as a camera by taking multiple photos of an object (in this case, a hand), and with the help of a 

microcontroller, its contents will be sent to a point-cloud program to be further processed. A creation that 

resulted from a collaboration between the Carnegie Mellon Robotics Institute and Charmed Labs, the Pixy2, 

a CMUcam5 computer vision and control device is a small, cost-friendly, readily available, fast, and easy-to-

use vision system with programmable support. It can easily connect to an Arduino or other microcontroller 

board with the libraries provided and can communicate via a serial peripheral interface (SPI), inter-integrated 

circuit (I2C), UART, USB, or analog/digital output. It has a configuration utility that runs on various 

operating systems (OS) such as Windows, MacOS, and Linux, with all software and firmware being GNU-

licensed, and supports programming languages such as C++ and Python [15]. 

 

3.1.3. Hand rest apparatus 

For a hand to remain completely still while the robot manipulator takes the necessary images to 

create a 3D model, an apparatus can be used as support to ensure that a person’s arm can rest comfortably 

without feeling a need to adjust mid-task. This is done by constructing a table sturdy enough to withstand the 

weight of a person leaning on it, with one side unobstructed for manipulator movement allowance, and with a 

hard, transparent material on top that allows a full view of the hand being photographed. A computer assisted 

design (CAD) imagining of the apparatus is shown in Figure 13, complete with aluminum profile bars, 

aluminum and steel brackets, and a thick slab of acrylic for the hard, transparent material.  

 

 

 
 

Figure 10. CAD design of the hand rest apparatus in isometric, front, back, and side views 
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Aluminum profile bars were chosen for the base of the apparatus due to their strength, durability, 

accessibility, and relatively low cost. Acrylic was used as the hard transparent material for the apparatus top 

due to low cost, flexibility (as opposed to the brittleness of glass), and out of several transparent materials in 

the running. It has a refractive index that was closest to air (1.48 and 1.00 [25], respectively) which would 

mitigate the distortion of the hand. The completed model of the apparatus is shown in Figure 14. 

 

 

 
 

Figure 11. Hand rest apparatus: aluminum profile bars and acrylic slab 

 

 

3.2.  Software 

3.2.1 Point-cloud process: VisualSFM system 

The photos taken by the 2D camera sensor on the manipulator will need to be processed into a 3D 

shape, which, in this case, will be done via a point-cloud system. VisualSFM is an open-source 

photogrammetry software that obtains reliable 2D and 3D data from objects in a real-world environment and 

creates 3D models from an image or multiple images via 3D dense point clouds. Once the user’s environment 

is set up in a way to VisualSFM command line enables the user to program important features such as the 

parameters of the model and speed of reconstruction, and then saves all files into node version manager 

(NVM) files [24]. 3D Rendering and Modeling: Autodesk® Fusion 360®. 

Once the photos of the hand are processed into the point-cloud system, it needs to undergo rendering 

to become a 3D model. If an NVM file from VisualSFM is converted into a stereolithography file, it can be 

opened in Autodesk® Fusion 360®, a cloud-based platform for Mac and PC for computer-assisted design 

product development, which has sculpting, modeling, rendering, and generative design tools for a relatively 

easy-to-use environment. From there the model can be converted via GrabCAD into a coordinate machine 

binary (CMB) file which can then be sent to the 3D printer to build a prototype of the hand model [26]. 

 

3.3  Mathematical model 

The point cloud is created by using the SFM process. The process utilized the geometry to create a 

projection matrix 𝑃𝑖  which relates points from 2D image locations (𝑥𝑖) to a 3D location (𝑋). This can be 

written as (1). 

 

𝑥𝑖 = 𝑃𝑖𝑋 (1) 

 

Each image needs its own projection matrix because it includes information about the camera’s 3D 

position and orientation, as well as the internal camera parameters such as the focal length, principal point 

coordinates, aspect ratio, and image skew. Lens distortion is not fixed using this projection matrix and so 

should be corrected before this step; however, our images were centered on the hand and so the lens 

distortion was assumed to be negligible for the area of the image that was of most importance to the project.  

Given images of a 3D object taken from the left- and right-hand sides, let the respective camera 

matrices be 𝑃𝑙  and 𝑃𝑟  and let 𝑥𝑙  and 𝑥𝑟  be two conjugate points (they are projections of the same 3D object 

point 𝑋 from the left and right images). The goal of the intersection is to recover the coordinates of 𝑋. The 

projection equation above for the left image can be rewritten using the cross product as (2). 

 

𝑥𝑙 ×  𝑃𝑙𝑋 = 0 (2) 

 

This is similar to (3). 
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𝑥𝑟 × 𝑃𝑟𝑋 = 0 (3) 

 

Since both points correlate to one point (𝑋), they are stacked due to noise. It could be solved via singular 

value decomposition as shown in Figure 15. 

 

[
𝑥𝑙 × 𝑃𝑙

𝑥𝑟 × 𝑃𝑟
] 𝑋 = 0 (4) 

 

The solution is the null space of the coefficient matrix because the trivial solution where 𝑋 = 0 is 

not desired. This is solved. This can be generalized for a point in more than two images which improves the 

accuracy of the point by minimizing the effect of noise. Determining the 3D 𝑋 locations of the SIFT image 

points gives us a reliable point cloud that shows the outside surface of the hand. 

 

 

 
 

Figure 12. Representation of creating a point cloud based on images from different poses and connecting 

them to a single global reference frame 

 

 

4. RESULTS 

Using the 6-DoF robotic manipulator and the Samsung camera the following images were acquired 

as depicted in Figure 16 and processed using VisualSFM. The processed images were then used to create the 

point cloud of images of the hand. The point cloud was then used as a basis for the model mesh to be created, 

and the mesh was refined into a solid model. 

 

 

 
 

Figure 13. Images of a hand taken using different views: overlayed on the images are the key point vectors 

which show some similar key points between the two images 

 

 

Figure 16 shows images of the hand that have had the key point SIFT features overlayed on the 

image to see the number of key points found. Figure 17 shows the 3D location point cloud generated from 

these key points that have been matched with more than 3 images from the large data set. Figure 18 shows 

the camera locations with regard to the hand in the 3D point cloud. As can be seen from the image, while the 

path of the robot was circular, there are still some noise-based issues from the images. This can be from 

either the unsteadiness of the movement of the robotic manipulator or also could be due to the blurry images 

acquired. More filtering of the images could prevent this issue from arising again. 
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Figure 14. Image of the 3D point cloud created from 

the SIFT images of the above pictures 

 

Figure 18. Camera locations with regards to the 

positioning of the hand in three dimensions 

 

 

Due to the lack of key points created on the dorsal side of the hand, contours were made in different 

colors to see if they would improve the key point density on the hand. Figure 19 shows the contours that were 

drawn on the hand to fix this issue. Also, the contours improve the accuracy of the camera locations and 

eliminate some of the noise caused by the images. We also cut down the number of images used to generate 

the point cloud due to the increased cloud density. This can be seen from the number of camera locations in 

Figure 20.  

 

 

  
 

Figure 19. Hand with contours drawn on 

before scanning 

 

Figure 20. Image of 3D point cloud of contoured hand with 

camera locations in regard to the positioning 

 

 

Even with the improved camera locations, there was some noise generated by the movement of the 

robotic manipulator. Figure 21 depicts a series of images taken of the 3D point cloud that was generated using 

VisualSFM of the hand used to test the device. The images are from three separate vies so that the point cloud 

density can be seen to be greatly improved from the previous attempt. The models that are generated are 

shown in Figure 22. Figure 22(a) is the unrefined base model created by the point cloud. Due to the noise, the 

surface of the hand is seen to be very coarse and uneven. To make the skin smoother it is processed three 

times, and the resultant model is shown in Figure 22(b). With the smoothed-out model, the mesh can be 

exported to an additive manufacturing device or can be used to generate personalized ergonomic equipment. 

 

 

 
 

Figure 15. Point cloud generated from a SIFT Features in 3D from different views 
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Figure 16. Rendered hand models by 3D point cloud (a) before and (b) after the post-processing 

 

 

5. CONCLUSION 

Based on the previous work, it is possible to generate an accurate model of a human subject’s hand 

using the setup we have proposed. The results show that the point clouds generated from the photogrammetric 

calculations are sufficiently dense to produce a solid 3D model of the hand. This model can lead to 

improvements in a personalized ergonomic design which can improve the quality of lives of many people.  

Our system still has many improvements to be made. The final model should more precisely reflect 

the scanned hand to achieve the desired contour for fabricating personalized products. To improve upon this 

system, future work will include removing background noise from the images prior to processing, filtering 

the images more precisely, using digital markers such as overlaying a digital skeleton from deep learning to 

improve locations of the key points, removing some of the glare from the transparent apparatus, improved 

refining of the 3D model generated. 
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