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 This study proposes an autonomous navigation system for hexapod robots, 

promising in complex rescue scenarios. The system is tested in simulations 

under three environments: rocky, cracked flooring, and inclined surfaces. 

utilizing light detection and ranging (LiDAR) and simultaneous localization 

and mapping (SLAM), the robot recognizes positions and constructs 

environmental maps. Implemented via robot operating system, the research 

successfully applies navigation and mapping using hector_slam. LiDAR 

mapping yields satisfactory accuracy, with average errors of 0.21% for 

general mapping and 5.34% for circular paths. Within a 2-meter range, 

navigation achieves good accuracy, averaging 1.2% error on the x-axis and 

0.011% on the y-axis during linear motion. Navigational repeatability 

improves, with reliable results showing an average error of 4.33 cm on the  

x-axis and 0.5 cm on the y-axis when returning to starting points. Arena 

testing with varied obstacles demonstrates successful obstacle traversal. 

However, in the second test, limitations in hardware, notably the Raspberry 

Pi 4 CPU usage reaching 97% during navigation, hindered reaching the third 

target. 
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1. INTRODUCTION  

The hexa-legged robot, a six-legged marvel, has captivated widespread interest in recent years 

owing to its innovative design. This robotic system derives its leg morphology from biological creatures, a 

biomimetic approach aimed at enhancing adaptability across a spectrum of challenging terrains [1]–[5]. The 

unique leg configuration, inspired by natural biomechanics, endows the hexa-legged robot with unparalleled 

stability and versatility. Research indicates that in comparison to quadrupedal or four-legged counterparts, 

the hexa-legged robot demonstrates superior stability during locomotion. This heightened stability is 

attributed to its utilization of a static walking technique, in contrast to the dynamic walking techniques 

employed by other legged robots [6]. The static walking technique minimizes control complexity, enabling 

the robot to traverse complex terrains more efficiently. By mimicking the steady and reliable locomotion 

observed in certain biological organisms, this innovative robotic design holds promise for enhanced 

adaptability, stability, and efficiency, making it an ideal candidate for applications in diverse fields such as 

search and rescue operations, exploration of rugged terrains, and tasks requiring precise and stable movement 

in unpredictable environments. 

The autonomous navigation system represents a critical paradigm in robotics, empowering robots to 

navigate from one point to another, regardless of whether the destination is familiar or uncharted. This 
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intricate system integrates multiple components to facilitate seamless movement. Firstly, perception becomes 

paramount, necessitating the incorporation of sensors that enable the robot to perceive its environment 

comprehensively. These sensors provide crucial data inputs, aiding the robot's understanding of its 

surroundings. Secondly, localization emerges as a pivotal aspect, allowing the robot to determine its precise 

position within the environment. This spatial awareness is achieved through sophisticated localization 

algorithms, ensuring accurate positioning in real-time. Furthermore, the system incorporates recognition 

capabilities, enabling the robot to make intelligent decisions autonomously. This decision-making process 

involves analyzing the gathered information, identifying obstacles or optimal paths, and formulating 

strategies to achieve its objectives effectively. Lastly, motion control emerges as the final link in this chain of 

operations, wherein the robot translates its decisions into physical actions. Through the actuation of precise 

motions, the robot executes its planned movements, responding to the environment's dynamics. Thus, the 

Autonomous Navigation System amalgamates perception, localization, recognition, and motion control, 

orchestrating a harmonious interplay of functionalities that enable robots to navigate autonomously with 

efficiency, adaptability, and intelligence [6]–[9]. 

The unpredictable and hazardous conditions arising from natural disasters in regions like Indonesia's 

ring of fire necessitate the deployment of advanced robotic solutions for efficient search and rescue 

operations [10], [11]. The use of a hexa-legged robot, capable of maneuvering through complex terrains, can 

significantly improve the effectiveness of rescue missions. This paper presents an autonomous navigation 

system for such a robot, utilizing light detection and ranging (LiDAR) technology to enhance perception, 

localization, and obstacle detection capabilities [12]–[14]. 

The central focus of this research endeavors to advance the implementation of an autonomous 

navigation system specifically customized for the hexapod robot. Building upon prior accomplishments 

utilizing Navstack_Pub and Hector_SLAM for mapping while employing LiDAR as the primary sensor, 

notable accuracy and repeatability were demonstrated within controlled environments. However, this study 

aims to further enhance this implementation by addressing synchronization challenges associated with 

encountered hardware limitations during subsequent trials. The overarching aim is to bolster the adaptability 

and reliability of the navigation system tailored for the hexapod robot, particularly emphasizing its 

performance in challenging scenarios like search and rescue operations amidst dynamic and hazardous 

conditions. 

 

 

2. METHOD  

This research encompasses the creation of an autonomous navigation system tailored for a hexa-

legged search and rescue robot. The system distinguishes itself by its methodical integration of perception, 

localization, recognition, and motion control components. Through this cohesive framework, the robot 

acquires the ability to independently navigate and execute search and rescue operations with a high degree of 

efficiency. This study not only advances the field of robotics but also underscores the system's practical 

significance in various scenarios, including both familiar and unfamiliar environments [6], [7]. 

 

2.1.  System overview 
Figure 1 serves as a comprehensive illustration depicting the primary operational processes of the 

hexa-legged robot. At its core, the system relies on a main program running on the robot operating system 

(ROS), employing LiDAR for navigation, dynamic motors for leg movements, and an inertial measurement 

unit (IMU) for precise positioning. The robot configuration comprises a Raspberry Pi functioning as the 

central controller, 20 dynamixel Servos coordinated by a dedicated driver, and sensors including LiDAR and 

IMU, as showcased in Figure 1(a). Additionally, the robot employs a Raspberry Pi 4-based control system as 

its primary controller, enabling both automatic and manual control via a laptop connected to the Raspberry Pi 

through WiFi. The graphical user interface leverages the rviz application, providing a visual representation of 

the environment scanned by the LiDAR, as demonstrated in Figure 1(b). This integrated system design 

ensures robust functionality and adaptability, allowing the robot to perform autonomously or under manual 

control across various operational settings. 

The propulsion system of the robot consists of a total of 20 Dynamixel servo motors, with 18 

dedicated to the legs and 2 for the gripper and lifter components. These Dynamixel servo motors are smart 

servos, allowing each one to be controlled with just a single data cable and read by the computer through the 

U2D2 driver. Additionally, the robot is equipped with two sensors: LiDAR, which enables navigation 

scanning, and an inertial measurement unit (IMU) to determine the robot's position accurately. The robot's 

operation can be fully automated or manually controlled through a PC connected to the Raspberry Pi via a 

wireless connection. For manual control, the Teleop Keyboard is utilized over an SSH connection, while the 

Rviz application is employed to visualize the map generated from LiDAR scanning. 
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(a) 

 

 
(b) 

 

Figure 1. Illustration of hexapod System: (a) robot construction diagram and (b) general system diagram 

 

 

Furthermore, in Figure 2, the design layout for the robot is elaborated, presenting both an overhead 

view as shown in Figure 2(a) and a side perspective view as shown in Figure 2(b). This meticulous design 

encapsulates the seamless integration of essential components. The strategic arrangement of the Dynamixel 

servo motors, LiDAR, and IMU sensors exemplifies the meticulous engineering employed in the robot's 

construction. The placement of these components not only ensures optimal functionality but also contributes 

to the robot's overall aesthetic coherence. The layout emphasizes the efficient utilization of space, fostering a 

compact yet efficient design. The positioning of the 18 servo motors dedicated to leg movements, along with 

the two motors allocated for the gripper and lifter modules, reflects a balanced distribution that augments the 

robot's stability and versatility. The LiDAR and IMU sensors are strategically positioned to enable 
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comprehensive environmental perception and precise localization, enhancing the robot's navigational 

capabilities in various scenarios.This detailed design overview underlines the thoughtful consideration given 

to both the technical requirements and the visual appeal, culminating in a robot that embodies efficiency, 

functionality, and a visually appealing form factor. 

 

 

  

(a) (b) 

 

Figure 2. Robot design hexapod: (a) overhead view and (b) side  perspective view 

 

 

2.2.  Leg movement system 
The design of the subsystem is to design the movement method of the six-legged robot in such a 

way that the movement of the robot becomes dynamic and is not limited to certain movements. Inverse 

Kinematics is used to allow the position of the robot toes to reach the desired point and allow the robot legs 

to move to different positions. This Inverse Kinematics method processes the coordinate data of the desired 

endpoint and the length of the robot leg through geometry analysis, then generates an angle to move at each 

leg joint. The leg structure of the six-legged robot uses an insect leg structure consisting of 3 joints and 3 

bone parts, namely the coxa, femur, and tibia as depicted in Figure 3. Inverse Kinematics is used to find the 

angle of the coxa, femur, and tibia joints so that the tip of the robot leg can reach the desired end-point 

position [15]–[18]. 

 

 

 
 

Figure 3. Hexapod leg structure 

 

 

When driving the robot's steps, step motion is used, so the step motion is smooth. The trajectory is 

based on a curve formed by a 3rd-order polynomial equation. The gait pattern is then used to maintain the 

robot's balance during movement. This pattern is a sequential arrangement of each robot leg so that the robot 

can move dynamically [15]–[18]. 

The gait pattern is used to maintain the balance of the robot while moving. This pattern is a 

sequential order of each robot leg so that the robot can move dynamically and remain stable. Types of gait 

patterns that are often used include tripod gait, ripple gait and wave gait as depicted in Figure 4. In the tripod 

gait pattern, the step pattern is made using three feet to tread and three feet to step as depicted in Figure 4(a). 

Then in the ripple gait pattern, two robot legs are used alternately to step as depicted in Figure 4(b). While in 

the wave gait pattern, one leg of the robot is used alternately to step as depicted in Figure 4(c). Tripod gait, 

ripple gait, and wave gait patterns [19]–[21]. 
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(a) (b) (c) 

 

Figure 4. Gait Patterns: (a) tripod gait, (b) ripple gait, and (c) wave gait 

 

 

2.3.  Mapping system  

For the mapping system, the hector_SLAM mapping package serves as the foundation, enabling the 

creation of a comprehensive environmental map based on the data acquired from the LiDAR sensor scans. 

This map delineates the surroundings of the robot with precision as depitcted in Figure 5. Concurrently, the 

Teleop twist Keyboard is employed to govern the movement of the robot, providing an intuitive and 

interactive means of control. By leveraging these combined technologies, the robot gains the capability to 

navigate through its environment while simultaneously building a spatial understanding of its surroundings, 

which is imperative for effective autonomous movement and decision-making in search and rescue 

operations. 

 

 

 
 

Figure 5. Hector SLAM block diagram system 

 

 

The Hector SLAM algorithm is a scan matching-based technique that converts scans into localized 

coordinate frames by leveraging position estimates from the LIDAR system. The scans are transformed into a 

cloud point representation of endpoint positions, taking into account platform orientation estimates and 

combined values. Pre-processing steps, such as point reduction or outlier removal, can be applied to the cloud 

point based on the specific scenario. In the proposed approach, filtering is solely performed using the z-

coordinate of the endpoint positions, allowing only endpoints within the desired scanning plane threshold to 

participate in the scan matching process [22]. 

The technique presented in Figure 6 encompasses bilinear filtering of the occupancy grid map, 

aiming to interpolate the value of point 𝑃m. This method allows for approximating both the occupancy value 

𝑀(𝑃m) and the gradient ∇𝑀(𝑃m) = (
𝜕𝑀

𝜕𝑥
(𝑃m),

𝜕𝑀

𝜕𝑦
(𝑃m)) using the four closest integer coordinates 𝑃00..11 as 

depicted in Figure 6(a). Through linear interpolation along the x- and y-axis, the approximation for 𝑀(𝑃m) is 

derived: 
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𝑀(𝑃𝑚) ≈
𝑦 − 𝑦0

y1 −  y0
(

𝑥 − 𝑥0

x1 −  x0
𝑀(𝑃11) +

𝑥1 − 𝑥

x1 −  x0
𝑀(𝑃01) )

+
𝑦1 − 𝑦

y1 –  y0
(

𝑥 − 𝑥0

x1 −  x0
𝑀(𝑃10) +

𝑥1 − 𝑥

x1 −  x0
𝑀(𝑃00) ) 

 

The derivatives can be approximated by :  

 
𝜕𝑀

𝜕𝑥
(𝑃𝑚) ≈

𝑦 − 𝑦0

y1 –  y0
(𝑀(𝑃11) − 𝑀(𝑃01) ) +

𝑦1 − 𝑦

y1 –  y0
(𝑀(𝑃10) + 𝑀(𝑃00) )  

 
𝜕𝑀

𝜕𝑦
(𝑃𝑚) ≈

𝑥 − 𝑥0

x1 –  x0
(𝑀(𝑃11) − 𝑀(𝑃01) ) +

𝑥1 − 𝑥

x1 –  x0
(𝑀(𝑃10) + 𝑀(𝑃00) ) 

 

It's important to note that the sample points or grid cells of the map are arranged on a regular grid, 

each positioned at a distance of 1 in map coordinates from each other. This regularity in the grid simplifies 

the presented equations for gradient approximation, ensuring a more streamlined calculation process.  

Figure 6(b) visualizes the resulting occupancy grid map and its spatial derivatives, offering a comprehensive 

insight into the filtering process's outcomes [22], [23]. 

 

 

  
(a) (b) 

 

Figure 6. Bilinear filtering of the occupancy grid map  (a). Point P_m is the point whose value shall 

be interpolated and (b) Occupancy grid map and spatial derivatives 

 

 

2.4.  Navigation system 

The navigation system used is the ROS Navigation Stack package. This package is simply a 

program using the concept of global and local planners. It simultaneously creates a navigation stack called 

move_base and provides a standard interface for other plug-ins to interact with as depicted in Figure 7. This 

interface is based on the A to B navigation model, which means it has a starting pose and a destination pose. 

The ROS navigation stack package encompasses a seamless integration of pivotal components 

meticulously designed to enhance path planning and facilitate precise robot navigation. At its core, this 

system harmoniously incorporates the global planner, local planner, global costmap, and local costmap 

modules. These cohesive elements operate synergistically, endowing the robot with the capability to execute 

global path planning with remarkable efficiency and safety, particularly in well-charted environments. The 

global planner orchestrates high-level route determination, while the local planner meticulously hones 

trajectories, adapting to real-time obstacles and constraints. In parallel, the dynamic interplay of the global 

and local costmaps furnishes the robot with a nuanced environmental representation, critical for astute 

obstacle avoidance and overall secure, streamlined movement. This holistic ROS navigation stack package 

significantly augments the robot's navigational prowess in familiar settings, underscoring its potential for 

diverse applications, including those demanding meticulous and safe global path planning. 

The global planner is equipped with the Dijkstra algorithm, allowing it to compute the shortest path 

while considering obstacles and movement costs. On the other hand, the local planner utilizes the dynamic 

window approach (DWA) algorithm to generate responsive and secure local paths based on real-time sensor 

data. The global_costmap and local_costmap play a crucial role as map representations, providing obstacle 

and movement cost mapping for the entire environment and the immediate surroundings of the robot, 

respectively [24]–[28]. 

The seamless integration and collaboration among these components facilitate the robot's ability to 

navigate effectively and reach its target destination efficiently while avoiding obstacles and ensuring safety. 

This integrated system empowers the robot to autonomously navigate through known environments with 



                ISSN: 2722-2586 

IAES Int J Rob & Autom, Vol. 13, No. 1, March 2024: 50-64 

56 

optimized path planning and responsive control, ensuring efficient and reliable performance in various 

scenarios. The presented navstack_pub system demonstrates the successful integration of state-of-the-art 

algorithms and mapping techniques within the Robot Operating System (ROS), providing a robust and 

versatile solution for robot navigation and path planning. The system's capabilities have been validated 

through comprehensive simulations and real-world experiments, showcasing its efficacy and potential for a 

wide range of applications in autonomous robotic systems [23], [29]–[31]. 

 

 

 
 

Figure 7. Navstack pub archutecture system 

 

 

3. RESULTS AND DISCUSSION  

The robot, endowed with robust capabilities, adeptly navigates through diverse terrain, confidently 

overcoming a spectrum of potential obstacles. This resilience is seamlessly orchestrated through the teleop 

twist keyboard, a tool that empowers intuitive control. The mapping process has been equally accomplished 

with meticulous precision, underscored by the accurate positioning of the robot through the LiDAR 

technology. As depicted in Figure 8, the already built robot stands as a testament to these achievements, 

highlighting its tangible embodiment and readiness for complex real-world scenarios. The culmination of 

these achievements underscores the robot's capacity to surmount challenges effectively, showcasing its 

readiness for complex real-world scenarios. 

 

 

 
 

Figure 1. Hexapod robot 

 

 

3.1.  Hector slam  

With this program, the hexapod robot can be controlled through the teleop twist keyboard, and its 

motion data and status will be used by hector_slam for environment mapping as depicted in Figure 9. The 

built map can be visualized through Rviz for further navigation and mapping purposes. The 

Hector_trajectory_server also provides information about the robot's trajectory, which can be useful for 

specific objectives. All communications between these nodes enable the hexapod robot to operate in a 

coordinated manner and efficiently carry out its tasks. 
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Figure 2. Hector slam node 

 

 

3.2.  Navigation  

With the implementation of this program, the hexapod robot gains the capability to navigate 

effectively using the Navstack_pub system within an environment that has been meticulously mapped by 

hector_slam as depicted in the Figure 10. This navigational prowess is further enhanced by the integration of 

crucial sensor data, including insights from the IMU and LiDAR. The harmonious communication 

established between these interconnected nodes serves as the cornerstone for the robot's seamless navigation. 

This cohesion empowers the hexapod robot to operate with exceptional coordination, deftly executing its 

navigation tasks with precision and efficiency. 

 

 

 
 

Figure 10. Navigation node 
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3.3.  Mapping result 

The testing of mapping results using hector_SLAM is meticulously evaluated against real-world 

conditions, with each pixel of the mapping result precisely representing an area of 2.5 cm. The 

comprehensive testing is carried out within a square area measuring 118×80 cm, featuring varying heights of 

28 and 30 cm. These tests are conducted under three distinct conditions, rigorously examining the mapping 

efficacy and accuracy of the hector_SLAM algorithm in capturing and representing the physical 

environment. 

 

3.3.1. Mapping result without obstacle 

The test results encompass mapping outputs depicting unobstructed environments. These mapping 

results are illustrated within boxed sections, where obstacles are intentionally absent. This controlled scenario 

allows for a focused examination of the algorithm's ability to accurately capture and reproduce spatial 

features without the influence of obstacles. To delve into the finer details of these results, please refer to 

Table 1 for a comprehensive tabulated overview. Additionally, Figure 11 visually portrays the mapping 

outcomes, providing a vivid representation of the algorithm's performance in a controlled setting devoid of 

obstacles. This comprehensive presentation underscores the algorithm's capacity to faithfully render 

environmental features and patterns even in the absence of hindrances. 

 

 

Table 1. Mapping result without obstacle 
Mapping Value (cm) Real Value (cm) Error (%) 

117.5 118 0.42 

80 80 0.00 

Error Average (%) 0.21 

 

 

 
 

Figure 11. Mapping result without obstacle 

 

 

3.3.2. Mapping result with 1 obstacle 

Within the context of mapping results featuring a single obstacle, the focus shifts to scenarios where 

an individual obstacle is introduced. These mapping outcomes are presented within delineated sections, with 

the presence of a solitary obstacle serving as a test parameter. This controlled configuration allows for a 

meticulous assessment of the algorithm's ability to accurately map the environment while accommodating an 

obstacle. For a detailed breakdown of these results, kindly refer to Table 2, which offers a structured 

presentation of the hector_SLAM performance under this specific testing condition. Moreover, Figure 12 

visually encapsulates the mapping outcomes, providing an illustrative depiction of the algorithm's efficacy in 

handling scenarios with a single obstacle. Through this comprehensive visualization, the algorithm's 

capability to seamlessly incorporate obstacles into its mapping process is effectively highlighted. 

 

3.3.3. Mapping result with 2 obstacle 

In the examination of mapping results involving dual obstacles, the investigation expands to 

scenarios where two distinct obstacles are introduced. These mapping outputs are distinctly delineated within 

designated sections, accounting for the presence of two obstacles as part of the assessment parameters. This 

controlled experimental setup enables a detailed evaluation of the algorithm's performance in accurately 

mapping environments featuring multiple obstacles. For an intricate breakdown of these outcomes, please 
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consult Table 3, which systematically presents the hector_SLAM algorithm's performance in the context of 

dual obstacle scenarios. Furthermore, Figure 13 visually encapsulates the mapping results, providing an 

insightful portrayal of the algorithm's competence in navigating and representing environments marked by 

the presence of two obstacles. Through this visual representation, the algorithm's proficiency in handling 

multi-obstacle scenarios becomes palpably evident. 

 

 

Table 2. Mapping with 1 obstacle 
Mapping Value (cm) Real Value (cm) Error (%) 

117.5 118 0.42 

77.5 80 3.13 

32.5 33 1.52 
40 40 0.00 

35 35.5 1.41 

15 11.5 30.43 
Error Average (%) 6.15 

 

 

 
 

Figure 12. Mapping with 1 obstacle 

 

 

Table 3. Mapping with 2 obstacle 
Mapping Value (cm) Real value (cm) Error(%) 

117.5 118 0.42 

77.5 80 3.13 

17.5 16.5 6.06 
32.5 35 7.14 

72.5 75 3.33 

90 89.5 0.56 
10 9 11.11 

Error Average (%) 4.54 

 

 

 
 

Figure 13. Mapping with 2 obstacle 
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3.4.  Navigation result 

The testing of the navigation system is comprehensively executed through a series of evaluations, 

encompassing various key aspects. These evaluations entail an assessment of the accuracy of position 

transitions in relation to the ground truth, the repeatability of selected paths, the determination of the 

maximum achievable range, and an evaluation of the path planning efficiency. This robust testing regimen 

provides a holistic appraisal of the navigation system's capabilities across different parameters. The 

navigation tests are methodically carried out within a controlled indoor environment, facilitated by the 

installation of a precise 5-meter long reference line asd depicted in Figure 14. This reference line 

significantly aids in accurate measurements, further enhancing the precision and reliability of the conducted 

tests. 

 

 

 
 

 

Figure 14. Navigation system testing 

 

 

The implementation navigation testing in this arena is conducted to verify the successful execution 

of the robot within a designed arena, which simulates various road conditions and predefined paths in the 

main program. By commanding the robot to navigate obstacles such as cracked paths, inclined surfaces, 

rocks, and marbles, denoted as targets 1, 2, and 3, as depicted in Figure 15. This comprehensive testing 

approach ensures that the robot's implementation aligns with the intended functionality across diverse terrain 

challenges and predefined routes. 

 

 

 
 

Figure 15. Implementation navigation system testing 

 

 

3.4.1. Navigation accuracy result 

Accuracy navigation testing constitutes a fundamental aspect of the evaluation process. This testing 

methodology involves supplying coordinate inputs to the system as can be seen in Figure 14, subsequently 

prompting the robot to navigate towards the designated coordinate points. This orchestrated movement is 

meticulously observed, and measurements of the resulting values are recorded within the Rviz platform. 

These recorded values are then methodically compared with the corresponding ground truth values. 
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To present the findings in a structured manner, the accuracy navigation results are succinctly 

captured in a dedicated table, specifically Table 4. This table encompasses target coordinates, denoted in 

meters, alongside the resultant values in both the x and y axes. Additionally, the calculated errors in both the 

x and y axes are thoughtfully incorporated within the same table, providing a comprehensive depiction of the 

accuracy achieved by the navigation system. 

 

 

Table 4. Accuracy navigation 
Goal Coordinate Real Position (Meter) Error x (%) Error y (%) 

(0.5,0) (0.5,0) 0 0 

(1,0) (1,0) 0 0 

(1.5,0) (1.55,0.01) 3.33 0.01 
(2,0) (2.08,0.01) 4 0.01 

(0,-0.5) (0,-0.52) 0 0.02 

(0,0.5) (0,0.53) 0 0.03 
Error Average (%) 1.22 0.011 

 

 

3.4.2. Navigation reapitibility result 

The assessment of repeatability is a pivotal facet of the evaluation process, focusing on the system's 

consistent performance over multiple iterations. This testing methodology involves consistently inputting the 

same coordinates to the robot as can be seen in Figure 14. Consequently, the robot executes repetitive 

movements, and the degree of deviation in movement for each iteration is keenly observed and meticulously 

analyzed. 

To concisely present the results of the repeatability testing, all findings are succinctly compiled 

within Table 5. This table intricately documents essential parameters, including the repeatability turn, the 

designated goal coordinates, the robot's actual position during each repetition, and the corresponding errors 

observed in the x and y axes. The comprehensive compilation of these metrics within the same table provides 

a detailed and insightful perspective into the navigation system's repeatability performance. 

 

 

Table 5. Navigation repeatibility 
Repeatibilty Turn Goal Coordinate Real position Error x (cm) error y (cm) 

0 (1,0) (1.05,0.0) 5 0 

0 (0,0) (-0.07,0.01) 7 1 

1 (1,0) (1.03,0.1) 3 1 
1 (0,0) (-0.3,0.0) 3 0 

2 (1,0) (1.06,0.0) 6 0 

2 (0,0) (0.02,-0.01) 2 1 
Error Average (cm) 4.33 0.5 

 

 

3.4.3. Navigation implementation result 

The results of the implementation testing affirm the robot's capability to navigate effectively within 

the simulated conditions, encompassing cracked paths, inclined surfaces, as well as obstacles like rocks and 

marbles as can be seen in Figure 15. These challenges are emblematic of real-world scenarios, and the robot 

adeptly maneuvers through them. The outcomes of this testing are meticulously documented in Table 6, 

providing a comprehensive overview of the robot's successful navigation performance under these simulated 

conditions. This comprehensive analysis attests to the system's reliability and its potential to navigate through 

diverse challenges, vital for its practical application in various scenarios. 

 

 

Table 6. Navigation implementation result 
Repeatibility Target Obstacle Goal 

Coordinate 

Real position Passthrought 

obstacle 

Error 

0 1 Carpet (0.5,0) (0.5,0.02) Yes 0.1 
0 2 Cracked paths, inclined 

surface, rocks 

(2.3,0) (2.45,0.05) Yes 0.1 

0 3 Rocks, marble (2.4,0.5) (2.50,0.51) Yes 0.055 
1 1 Carpet (0.5,0) (0.60,0.01) Yes 0.055 

1 2 Cracked paths, inclined 

surface, rocks 

(2.3,0) (2.3,0.02) Yes 0.01 

1 3 Rocks, marble (2.4,0.5) (2.35,0.20) No 0.175 
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4. CONCLUSION  

The implementation of the navigation system on the hexapod robot has been successfully achieved 

using Navstack_Pub, utilizing the mapping results from Hector_SLAM. The mapping process employed 

LiDAR as the sole sensor for mapping and localization. The LiDAR mapping results, with a pixel resolution 

of 2.5cm, exhibit an average error of 0.21%. For circular or rounded surfaces, the average error is slightly 

higher at 5.34%. 

The accuracy of the navigation system holds promise, especially within a 2-meter range, showing an 

average error of 1.2% on the x-axis and 0.011% on the y-axis during straight-line motion. The system's 

repeatability is reliable, evident in its ability to return to the home position with a minimal average error of 

4.33 cm on the x-axis and 0.5 cm on the y-axis, as demonstrated in the repeatability table. 

Furthermore, the implementation testing within a designated arena showcased the robot's capability 

to navigate through various obstacles like cracked paths, inclined surfaces, rocks, and marbles. The robot 

successfully navigated these challenges and reached its intended destinations during the initial trials. In a 

subsequent iteration, however, the robot encountered difficulty reaching target 3 due to synchronization 

issues attributed to hardware limitations. Notably, the Raspberry Pi 4 CPU reached usage rates of up to 97%, 

affecting program synchronization and resulting in navigational challenges. 

These results collectively underscore the successful integration of the navigation system, 

highlighting its potential for various applications. The achieved accuracy, repeatability, and obstacle 

navigation capability substantiate its effectiveness in real-world scenarios. 
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