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 Robot indoor navigation has become a significant area of research and 

development for applications such as autonomous robots, smart homes, and 

industrial automation. This article presents an in-depth comparative analysis 

of LiDAR 2D and visual sensor simultaneous localization and mapping 

(SLAM) approaches for robot indoor navigation. The increasing demand for 

autonomous robots in indoor environments has led to the development of 

various SLAM techniques for mapping and localization. LiDAR 2D and 

visual sensor-based SLAM methods are widely used due to their low cost 

and ease of implementation. The article provides an overview of LiDAR 2D 

and visual sensor-based SLAM techniques, including their working 

principles, advantages, and limitations. A comprehensive comparative 

analysis is conducted, assessing their capabilities in terms of robustness, 

accuracy, and computational requirements. The article also discusses the 

impact of environmental factors, such as lighting conditions and obstacles, 

on the performance of both approaches. The analysis’s findings highlight 

each approach’s strengths and weaknesses, providing valuable insights for 

researchers and practitioners in selecting the appropriate SLAM method for 

robot indoor navigation based on specific requirements and constraints. 
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1. INTRODUCTION 

Robot indoor navigation involves using robots to move through an indoor space and perform various 

tasks such as cleaning, delivery, or inspection. Typically used as assistants in interior environments, service 

robots include the "Roomba" vacuum cleaner, the personal robot PR2 service robot, the Husky, unmanned 

ground vehicle (UGV) robot, and many others [1]. There are several ways in which robots can navigate 

indoors, including Sensor-based navigation, this method involves using sensors such as cameras, laser range 

finders, or sonar to detect obstacles and create a map of the environment [2]. The robot can then use this map 

to plan its path and avoid obstacles, Map-based navigation: This method involves using a pre-built map of the 

environment, which the robot can use to plan its path [3]. This requires the robot to have access to the map 

and the ability to locate itself within the map, hybrid navigation: This method combines sensor-based and 

map-based navigation to provide more accurate and efficient navigation. The robot uses sensors to detect 

obstacles and updates its map in real time, allowing it to adjust its path as needed. 

Overall, robot indoor navigation is an important technology for various industries such as 

manufacturing, healthcare, and hospitality. It allows for the automation of tasks that were previously 

performed by humans, leading to increased efficiency and cost savings. When the environment is complex 

and continually changing, navigation becomes more challenging. The simultaneous localization and mapping 
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(SLAM) issue refers to a robot lacking knowledge of a map or a specific place. Using sensors like light 

detection and ranging (LiDAR), RGB-D cameras, IMU, and others, the SLAM method enables mapping out 

the immediate area while also guiding the robot to its destination. Accurate instruments and exact real-time 

algorithms are needed to solve the SLAM issue. Real-time SLAM algorithms come in many different flavors, 

including those that use monocular cameras and are referred to as mono SLAM, parallel tracking, and 

mapping (PTAM), oriented fast and rotated brief (ORB-SLAM) [4] SLAM algorithms that use RGB cameras 

are referred to as stereo SLAM or visual SLAM (VSLAM) algorithms.  

Most SLAM-based solutions commonly employ RGB cameras with depth-sensing capabilities, 

exemplified by devices like the Microsoft Kinect, which facilitate the mapping of the three-dimensional 

world. Although effective, LiDARs are often associated with higher costs, but they excel in rapidly 

generating accurate environment maps with minimal processing requirements [5]. Various instruments, 

including LiDAR, RADAR, and monocular/stereo cameras, can address the location challenges mobile 

robots encounter. Nonetheless, the most prevalent instruments for this purpose are webcams and LiDAR in 

general. It is worth noting that, despite their essential obstacle recognition and tracking capabilities, LiDAR 

SLAM solutions have received comparatively less attention than passive visual sensor SLAM solutions. 

Nevertheless, LiDAR sensors are progressively supplanting passive visual sensors as the primary 

measurement and positioning sensors in robotic research [6]. 

The following is the paper's outline: A comparative analysis of LiDAR 2D and visual sensor 

SLAM-based approaches for indoor navigation in Section 2, we will discuss the strengths and weaknesses of 

each approach, including their accuracy, complexity, computational requirements, and robustness to different 

environmental conditions in Section 3. Finally in Section 4. We will conclude with a summary of the findings 

and provide insights into the future directions of indoor navigation for robots. Overall, this article aims to 

provide a comprehensive analysis of LiDAR 2D and visual sensor SLAM-based approaches for indoor 

navigation, shedding light on their advantages, limitations, and prospects, and serving as a valuable resource 

for researchers, engineers, and practitioners working in the field of robotics and autonomous navigation. 

 

 

2. RELATED WORK 

Indoor mapping and localization have garnered a lot of attention in recent years. For this goal, a 

variety of algorithms that work on data from various sensors, LiDAR 2D and Visual sensor SLAM-based 

navigation are two common methods of robot indoor navigation. Many inventions are indeed the results of 

our need to tackle a problem. Many people aspired to fly once Orville and Wilbur Wright proved that it was 

feasible. You could fly farther, higher, and more quickly as flying technology advanced. Everything was OK, 

but there was an issue almost immediately: how to land. You need to know how far you are from the earth to 

land (safely). Knowing your relative distance to the ground is essential throughout the landing approach. 

How then can you determine that distance in circumstances where vision is impaired, particularly in poor 

lighting or during bad weather like snow? 

LiDAR 2D SLAM is a technique that leverages LiDAR sensors to scan the environment and 

construct a two-dimensional map. These LiDAR sensors emit laser beams that interact with objects in the 

environment, returning signals to the sensor. Using this data, the sensor generates a detailed map of the 

surroundings and precisely determines its own position within that map. As the robot moves within the 

environment, it continuously scans and updates the map in real time. This capability enables the robot to 

navigate its surroundings and avoid obstacles effectively. 

LiDAR sensors function by emitting a laser beam to measure the distance to an object. The emitted 

light beam strikes the object and subsequently returns to the sensor [7]. A microcontroller within the LiDAR 

sensor measures the time it takes for the light to return to the sensor. Since the speed of light is a constant 

value, the sensor can calculate and provide the precise distance to the object. Remarkably, LiDAR sensors 

perform these measurements and computations at a remarkable rate, ranging from 10 to 1000 times per 

second. 

The evolution of LiDAR technology has granted us new perspectives on objects and environments 

that were previously unseen. LiDAR finds applications in a wide array of fields, including hazard assessment 

(such as monitoring lava flows, landslides, tsunamis, and floods), conducting surveys of watersheds and 

rivers, simplifying urban planning, enabling people and vehicle counting, enhancing climate monitoring, and 

revolutionizing meteorology and mining practices, all while promoting ecological sustainability [8]. 

Conversely, Visual Sensor SLAM-based navigation entails the use of cameras to capture images of the 

environment and construct a map. The robot employs image analysis techniques to identify distinctive 

features such as corners and edges within these images, subsequently using these features to determine its 

precise location within the environment. As the robot progresses through its surroundings, it continually 

captures images and updates its map, thereby enabling effective navigation and obstacle avoidance [9]. 
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The application of estimation-theoretic methodologies to address robot localization and mapping 

can be traced back to 1986, as chronicled by Whyte et al. [10], coinciding with the IEEE Robotics and 

Automation Conference hosted in San Francisco. However, it was not until the 1995 International 

Symposium on Robotics Research that the fundamental structuring of the SLAM problem, the formulation of 

its convergence criteria, and the introduction of its abbreviation took place [9]. In its initial developmental 

stages, SLAM research, as exemplified by the pioneering contributions of Leonard et al. [11] (utilizing 

ultrasonic sensing) and Gutmann et al. [6] (employing laser technology), predominantly relied upon data 

acquisition from odometry and laser/ultrasonic sensors to perceive and navigate within the environment. 

Throughout the 1990s, significant contributions from researchers such as Thrun et al. [12] laid the 

foundational principles and prototypical constructs underpinning the conventional Bayesian filtering-based 

SLAM framework. A comprehensive exploration of this body of work, encompassing its core principles and 

specialized subtopics, is presented in [13]. 

One of the most active fields of robotics study is VSLAM. Due to their low cost, high data 

collection capacity, and broad measurement range, visual sensors have been the primary study focus for 

SLAM systems. The purpose is to infer the camera motions based on the recorded pixel movements in the 

image series. There are numerous methods to accomplish this. The first method is to identify and follow a 

few key features in the picture; this method is known as feature-based VSLAM. The use of the complete 

picture without feature extraction is another option; this method is known as direct SLAM. 

There are, obviously, other SLAM approaches that involve various types of cameras, notably RGB-

D cameras and they not only generate an image but also a depth measurement of the environment, as well as 

event cameras, which detect only changes in the image. Both LiDAR 2D and Visual sensor SLAM-based 

navigation have their own strengths and weaknesses. LiDAR 2D SLAM is good at creating accurate maps of 

the environment and detecting obstacles, but it may struggle in low-light conditions or when there are 

reflective surfaces. Visual sensor SLAM-based navigation can work in a variety of lighting conditions and 

can provide more detailed maps but may struggle in environments with poor visibility or limited features. In 

essence, the choice of a navigation method hinges on the precise requirements of the application and the 

characteristics of the robot's operational environment. Certain applications may necessitate the synergistic 

utilization of both LiDAR and visual sensors, harmonizing their capabilities to attain the intended levels of 

accuracy and operational efficiency. 

 

 

3. METHOD  

The objective of this study is to furnish an all-encompassing overview of SLAM techniques for 

indoor robot navigation, with a specific emphasis on LiDAR and VSLAM solutions. We begin by offering a 

concise review of the foundational theory underpinning LiDAR and VSLAM methodologies. This is intended 

to facilitate the comprehension of these concepts, particularly for novice researchers in the field of indoor 

robot navigation. A fundamental grasp of each technique is considered pivotal from our standpoint. 

To offer a holistic perspective of the advancements made and to assist in the selection of suitable 

sensors and algorithms for diverse scenarios, we delve into the contemporary landscape of camera-based and 

LiDAR-based SLAM solutions. Our investigation encompasses multiple experimental settings, all situated 

indoors. These include a compact indoor structure comprising two open rooms and a corridor, an agricultural 

greenhouse, indoor livestock, and farming greenhouses, as well as a hospital environment. 

In a specific case, Fang et al. [13] introduced a mobile robotic arm prototype designed for achieving 

a high degree of autonomous navigation. This system employs a 2D LiDAR sensor and incorporates guided 

remote monitoring and object selection capabilities for the loading and unloading processes, employing the 

Hector SLAM method for navigation. Our experimental findings illustrate the prototype's capability to 

navigate the test environment safely and efficiently, executing object transfers between rooms without 

encountering collisions. Furthermore, the mobile robotic arm's mapping technique demonstrates the 

generation of relatively precise maps, with noise reduction achieved through the application of the Hector 

SLAM method. It is worth noting that the mapping process should be conducted at a controlled speed, with 

the robot maintaining a maximum velocity of 10 m/s [14]. 

Subsequently, our focus shifts to an exploration of various VSLAM techniques, encompassing the 

use of contemporary RGB-D and event cameras, as well as monocular and stereo cameras. In [13], a novel 

SLAM technology employing RGB and depth images are introduced to enhance hospital operational 

efficiency, minimize the risk of cross-infections between doctors and patients, and mitigate the spread of 

diseases such as COVID-19. This technology was evaluated in real hospital scenarios, with 15 image 

sequences captured by Kinect cameras, encompassing ward settings, corridors, nurse stations, and more. 

These sequences include both dynamic scenes with human activity and static scenes devoid of human 

presence. 
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This innovative solution extends the utilization of ORB feature points and introduces a semantic 

descriptor for map construction. The semantic descriptor facilitates the establishment of high-level semantic 

relationships and integrates them into a knowledge graph. Through this approach, dynamic objects within the 

environment are identified and filtered out to enhance the accuracy of pose estimation. 

Krul et al. [15] investigated the feasibility of robot positioning within indoor livestock and farming 

greenhouses by conducting a comparative analysis of VSLAM techniques using monocular camera input in 

indoor environments. Noteworthy disparities emerge when applying these VSLAM methods to diverse 

scenarios, and even seemingly minor performance variations can hold significant implications. For instance, 

within greenhouse settings where tomato cultivars are grown, row distances can fluctuate between 0.23 and 

0.60 meters, contingent on the stage of crop growth. In the context of the bell pepper greenhouse from which 

our data was derived, the inter-row spacing measured 0.5 meters. Expressing the observed error difference of 

0.16 meters in absolute terms between the VSLAM algorithms, it becomes apparent that, depending on the 

crop's growth stage, this error corresponds to a range of 27% to 70% of the inter-row width. In the realm of 

livestock applications, even centimeter-level discrepancies in localization can hold considerable significance, 

as they directly impact tasks related to dairy monitoring and serve as essential parameters for disturbance 

minimization. 

The complexity of implementing SLAM varies due to the diversity of sensors and installation 

methodologies. SLAM implementations are predominantly categorized into LiDAR SLAM and VSLAM. 

LiDAR SLAM, which has enjoyed an earlier inception, has reached a relatively mature state in terms of 

theory, technology, and product development [16], [17]. Presently, it remains the most stable and mainstream 

method for positioning and navigation. However, the landscape is undergoing a transformation with the swift 

progress in computer vision, resulting in heightened attention towards VSLAM due to its wealth of 

information and expansive application scope. Over time, various industries have held differing perspectives 

on the supremacy of LiDAR SLAM versus VSLAM and their prospective dominance. The ensuing 

discussion provides a concise comparison between LiDAR SLAM and VSLAM across several dimensions. 

− Prime cost 

LiDAR prices range from 10K to 100K, the cost is relatively high, but there are also low-cost 

LiDAR (RPLiDAR) solutions available. Unlike LiDAR, which is clearly much more expensive, sensors are 

primarily used in VSLAM to gather data. For location and guidance, LiDAR is advantageous because it can 

more precisely determine the angle and distance of obstacle spots. 

− Application scene 

As far as the application scenario is concerned, the application scene of VSLAM is much richer. 

VSLAM operates effectively in both indoor and outdoor contexts; however, its functionality relies 

significantly on sufficient lighting conditions, rendering it ineffective in low-light or certain textured 

environments [18]. At present, LiDAR is mainly used indoors, which is used for map construction and 

navigation.  

− Accuracy of map 

When laser SLAM constructs a map, the precision is high, and can reach about 2 cm; VSLAM uses 

a lot of depth cameras, and map construction accuracy is about 3 cm. LiDAR SLAM maps are typically more 

accurate than VSLAM maps and can be used right away for location and guidance. The ability to generate 

highly accurate maps is crucial for tasks such as obstacle avoidance and path planning, ensuring that robots 

can navigate with precision and efficiency in complex indoor environments. 

− Ease of use 

LiDAR SLAM and VSLAM with depth cameras directly obtain environment data via data in the 

cloud. According to the data in the cloud, robots can predict and measure where there are obstacles and the 

distance of obstacles. However, the VSLAM scheme based on monocular, binocular cameras cannot directly 

obtain environmental data in clouds but form gray or color images. It is necessary to calculate the distance of 

obstacles by constantly moving their own position, extracting, and matching feature points, and using the 

triangulation ranging method to work out the positioning. 

− Others 

In addition to the above, LiDAR SLAM and VSLAM may also have a certain gap in the aspects of 

detection range, operational intensity, real-time data generation, and map cumulative error. As a case in 

point, with the same scene, VSLAM has a larger deviation in the second half of the process compared with 

LiDAR SLAM, which is caused by the cumulative error, so VSLAM must carry out the loop test.  
An overview of the advantages/disadvantages is shown in Tables 1 and 2, respectively. 

Nevertheless, VSLAM exhibits both strengths and weaknesses. While it excels in providing precise 

mapping and localization capabilities, its utilization demands significant computational resources. 

Furthermore, VSLAM systems can be susceptible to environmental factors such as variations in lighting 
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conditions and the availability of distinct textures, as outlined in Table 2. Despite these challenges, ongoing 

research endeavors aim to address these limitations, seeking to optimize the computational efficiency of 

VSLAM algorithms and enhance their robustness in diverse environmental settings. 

 

 

Table 1. Advantages and disadvantages of LiDAR SLAM 
Advantages Disadvantages 

− High reliability and mature technology 

− Map construction is based on intuitiveness, precision is high, 

and there is no cumulative error. 

− Maps can be used for path planning. 

− Limited by LiDAR detection range  

− (∼ 6 meters) 

− Installation with structural requirements 

− The map lacks semantic information. 

 

 

Table 2. Advantages and disadvantages of VSLAM 
Advantages Disadvantages 

− The structure is simple, and the installation mode is 

diversified. 

− Performance is largely affected by ambient light. Does not work in a dark 

(non-textured area) environment. 

− No limitation on the sensor’s distance detection 

range, low-cost 

− Heavy load in computing, the constructed map itself makes it difficult to 

be directly in path planning and navigation. 

− Extractable semantic information. − The dynamic performance of the sensor needs to be improved, and there 

will be cumulative errors in map construction. 

 

 

4. RESULTS AND DISCUSSION  

According to this review of the literature, a fully integrated visual-LiDAR strategy that fully exploits 

the benefits of both sensing modalities is still lacking. We contend that the SLAM community would profit 

from tightly hybridizing LiDAR features as visible features. It would be possible to solve a multi-modal, 

mixed, multi-constraint MAP issue. A system like this would increase SLAM's resistance to outside factors 

like temperature and light. It is well known that LiDAR SLAM can operate in low-light or texture-less 

settings while VSLAM cannot. In contrast, camera-based SLAM performs better than LiDAR-SLAM in 

textured but less mathematically significant areas (open field, very long corridor). (Detection of incorrect 

hits). When choosing a navigation system for a specific robotics application, it is paramount to consider the 

inherent challenges that robots encounter. Robots are tasked with traversing a diverse range of surfaces and 

pathways. For example, a robotic vacuum cleaner must effectively find the optimal route between rooms, 

navigating various floor types such as hardwood, tile, or carpet. This necessitates a dual requirement: an 

understanding of broad environmental constraints and access to location-specific data. The robot must be 

equipped with information that includes recognizing potential obstacles like stairs or determining the precise 

distance from a coffee table to a doorway. 

 VSLAM, light detection and ranging (LiDAR) technologies offer solutions to address these 

challenges. LiDAR, known for its speed and precision, excels at providing accurate data but comes at a 

higher cost. Conversely, VSLAM offers a more cost-effective alternative, utilizing less expensive hardware, 

specifically cameras instead of lasers. It can also generate a 3D map, albeit with some trade-offs in terms of 

precision and speed in contrast to LiDAR [19]. Notably, VSLAM enjoys an advantage over LiDAR in its 

ability to capture a more comprehensive view of the environment, thanks to its sensor's capacity to capture 

multiple dimensions. However, LiDAR-based SLAM offers excellent options. LiDAR techniques offer 

extremely precise 3D inputs about the environment, but they are frequently tedious (time-consuming) and 

depend on weakly resilient scan-matching techniques. Very few works currently exist that analyze the 3D 

image by removing some 3D features. None of the 3D LiDAR SLAM methods handle locations in the same 

manner as the vision-based framework does. This is because extracting and studying LiDAR markers takes 

time in the processing stage. The only characteristics used in LiDAR-SLAM methods now are airplanes. 

However, given that they are by their very nature unstructured, natural outdoor settings are not very helpful 

for using aircraft. 

LiDAR-based SLAM primarily uses scan-matching techniques like ICP. Since their creation thirty 

years ago, these programs have essentially not changed. One of the major drawbacks of 2D LiDAR (often 

used in robotics applications) is that if one item is obscured by another at the height of the LiDAR, or if an 

object is an inconsistent shape with different widths across its body, this information is lost. Reprojection 

error, or the disparity between each set point's apparent position and its real location, is a possible flaw in 

VSLAM. To eliminate geometric distortions (including reprojection error), which might lower the accuracy 

of the inputs to the SLAM algorithm, camera optical calibration is crucial. 

There have been some experiments to combine LiDAR and visual instruments, but they are all still 

only very loosely fused. LiDAR and visual detection cannot assist one another because the fusion primarily 
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uses the results of both odometry stages, and the choice is made very late in the process when merging the 

relative displacement estimation. Other methods initialize the visual features immediately using only the 

LiDAR depth data. Once more, the potential of LiDAR is not fully utilized. 

A lot of studies are being done in the field of VSLAM, and we have only reviewed the major 

methods. Even though VSLAM produces excellent results, all these VSLAM methods are susceptible to 

mistakes due to their sensitivity to changes in lighting or an untextured world. Additionally, because RGB-D 

methods are dependent on IR light, they are highly susceptible to daylight. They consequently only function 

effectively in interior settings. In comparison to other visual methods, they perform badly in untextured or 

poor circumstances where no exact estimation of pixel displacement can be determined. 

Strengths: 

− Accuracy: VSLAM has the potential to achieve high levels of accuracy in indoor navigation because it 

relies on precise visual data. This is particularly useful in indoor environments where GPS signals are 

often weak or unavailable. 

− Robustness: VSLAM algorithms are robust to changes in lighting, shadows, and occlusions, making them 

suitable for indoor environments with varying lighting conditions. 

− Flexibility: VSLAM algorithms are adaptable to a wide range of indoor environments and can work with 

different types of cameras and sensors [20]. 

Weaknesses: 

− Computational complexity: VSLAM algorithms can be computationally intensive, requiring powerful 

hardware and processing resources, which can limit their real-time performance. 

− Limited field of view: VSLAM relies on the camera's field of view, which may be limited, especially in 

small or cluttered indoor environments [16]. This can affect the accuracy of the map and the robot's 

localization. 

− Vulnerability to feature-poor environments: VSLAM algorithms rely on identifying unique features in the 

environment to build a map and track the robot's position. The algorithm's accuracy may be affected if the 

environment lacks such features. 

There are also several algorithms that can be used for VSLAM-based indoor navigation, including: 

− ORB-SLAM: is a real-time SLAM algorithm that uses a feature-based approach to build a map and track 

the robot's position [21]. It relies on the oriented FAST and rotated BRIEF (ORB) feature descriptor to 

extract and match features in the environment [22]. 

− LSD-SLAM: is a monocular SLAM algorithm that relies on online segments to build a map of the 

environment. It uses an optimization approach to estimate the robot's pose and the map's geometry [18]. 

− DSO: a VSLAM algorithm, which employs direct image alignment to deduce the robot's pose and map 

structure. It employs a sparse map representation to alleviate computational complexity and minimize 

memory consumption [23]. 

These disadvantages encourage researchers to develop powerful, optimized algorithms that can deal 

with data errors and accelerate processing. Due to all these factors, other instruments have also been 

investigated for the SLAM procedure. The first driverless vehicle prototypes currently use RADAR or 

LiDAR as their primary sensors. Even though LiDAR has a wide range of applications, it is noteworthy to 

observe that the method for registering LiDAR scans has not changed much in the past almost ten years. The 

scan-matching method, followed by graph optimization, is the primary remedy for LiDAR-based guidance.  

LiDAR 2D indoor navigation has several strengths and weaknesses. Here are some of them: 

Strengths: 

− Accurate mapping: LiDAR 2D can create highly accurate maps of indoor environments with a resolution 

of a few centimeters, making it ideal for navigation in areas where precision is crucial. 

− Robustness: LiDAR 2D can function in a wide range of environments, including those with low light, 

shadows, or reflections, making it a reliable navigation solution. 

− Time: LiDAR 2D can process data at high speeds and can create maps in real-time, making it an efficient 

option for real-time applications. 

Weaknesses: 

− Limited mapping range: LiDAR 2D is limited by its range and may not be able to detect objects or create 

maps beyond a certain distance. 

− Complexity: LiDAR 2D requires a lot of computational power and specialized hardware to create maps 

and navigate. 

− Cost: LiDAR 2D sensors can be expensive, making them a costly option for some applications. 

− There are also several algorithms that can be used for LiDAR 2D indoor navigation, including: 

− Iterative Closest Point (ICP): This algorithm matches a set of points in the current scan to points in the 

previous scan and then aligns them to create a map [24]. 



IAES Int J Rob & Autom ISSN: 2722-2586  

 

 Robot indoor navigation: comparative analysis of LiDAR 2D and visual SLAM (Hind Messbah) 

47 

− Scan Matching algorithm: This algorithm uses a technique called point-to-point matching to align two 

consecutive scans and create a map [25]. 

− Grid-based algorithm: This algorithm divides the map into a grid and then assigns each cell a value based 

on the LiDAR data. The robot can then use this grid to navigate through the environment. 

− Particle Filter algorithm: This algorithm uses a statistical approach to track the position of the robot and 

create a map [26]. 

Overall, LiDAR 2D is a powerful and reliable option for indoor navigation, but it may not be 

suitable for all applications due to its limitations and cost. The choice of algorithm will depend on the 

application's specific needs and the environment in which the robot will be operating. A general overview is 

represented in Table 3. 

 

 

Table 3. Advantages and disadvantages of robot indoor navigation using LiDAR /visual-based SLAM 
 LiDAR Based SLAM Visual Based SLAM 

Advantages − Provides precise distance measurements, which can be 

used to generate accurate 2D maps of the environment. 

− Works well in low-light conditions, which makes it 

suitable for indoor environments with varying lighting 

conditions. 

− Can cover a larger field of view than a camera-based 

system. 

− Can be implemented using standard cameras, which 

are generally more affordable than LiDAR systems. 

− Provides high-resolution images that can be used for 

other applications, such as object detection or 

recognition. 

− Works well in well-lit environments with clear and 

distinct visual features. 
Drawbacks − Generally, more expensive than camera-based systems. 

− The generated map is not as visually detailed as a map 

generated by a camera-based system. 

− Can be affected by reflective surfaces, which can lead 

to inaccurate distance measurements. 

− Can be sensitive to changes in lighting conditions or 

visual obstructions, such as occlusions or reflections. 

− Performance can be affected by a lack of distinct 

visual features in the environment. 

− Requires high computational resources, which can 

impact real-time performance. 

 

 

5. CONCLUSION  

In conclusion, the comparison between LiDAR 2D and visual sensor SLAM-based approaches for 

robot indoor navigation reveals that both technologies have their strengths and limitations. LiDAR 2D-based 

approaches offer accurate and reliable distance measurements, making them ideal for obstacle detection and 

mapping in indoor environments. They provide high precision and robustness, allowing robots to navigate in 

complex environments with obstacles and varying lighting conditions. However, LiDAR sensors can be 

expensive and may have limitations in capturing detailed color or texture information. 

On the other hand, visual sensor SLAM-based approaches, which rely on cameras for navigation, 

are cost-effective and flexible, as cameras are typically less expensive than LiDAR sensors. They can capture 

rich color and texture information, enabling better object recognition and scene understanding. VSLAM-

based approaches also have the potential to leverage existing cameras in smartphones or other devices, 

making them more accessible for certain applications. However, they may struggle with accuracy and 

robustness in challenging lighting conditions and may require more computational resources for processing 

visual data. 

The choice between LiDAR 2D and visual sensor SLAM-based approaches for robot indoor 

navigation depends on the specific requirements of the application, such as the level of accuracy needed, the 

complexity of the environment, and the available resources. LiDAR 2D-based approaches may be more 

suitable for applications that require high precision in obstacle detection and mapping, while visual sensor 

SLAM-based approaches may be more cost-effective and flexible for applications that prioritize visual 

perception and scene understanding. In summary, both LiDAR 2D and visual sensor SLAM-based 

approaches have their advantages and limitations, and the choice between them should be guided by the 

precise requirements of the robot's indoor navigation application. Considering the findings from the 

comparison made in this article, additional assessments will be undertaken, and future research may include 

evaluating the performance of a physical robot in different real-world scenarios. 
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