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 Banknotes may be damaged during various events, such as floods, fires, 

insect infestations, and mechanical or manual shredding. Disaster victims 

might need to perform banknote reconstruction when applying for currency 

exchange, or investigative agencies might need to conduct such 

reconstruction during evidence collection. When the number of banknote 

fragments is small, they can be manually assembled; however, when this 

number is large, manual assembly becomes increasingly difficult and time-

consuming. Therefore, an automated and effective method is required for 

banknote reconstruction. The process of banknote reconstruction can be 

considered similar to solving a large-scale jigsaw puzzle. This study 

employed an artificial intelligence (AI) system to reconstruct damaged 

banknotes. A robotic arm was used to replace manual separation and 

automated digital image processing techniques, and AI image registration 

technology, deep learning, and logical operations were utilized. A deep 

convolutional neural network was used to estimate the relative homography 

between images, and fragmented banknotes were mapped to a reference 

banknote for image transformation, thereby reconstructing the damaged 

banknotes. Additionally, a repetitive matching method was established to 

optimize the matching results to achieve the best possible mapping and 

enhance validation efficiency. 
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1. INTRODUCTION 

Utilizing artificial intelligence (AI) to solve puzzle games is a critical research direction because of 

its practical application value. Two-dimensional puzzles cover a wide range of applications, and AI tools 

have been increasingly used to solve puzzles in fields such as finance, multimedia, forensic science, and 

medicine. From a macro perspective, numerous research problems across different fields can be viewed as 

puzzle problems. Such problems include the reconstruction and preservation of cultural heritage [1]–[3], 

DNA assembly [4], [5], the repair of damaged or degraded documents [6], [7], the proofreading and 

classification of text documents [8]–[11], the matching and creation of three-dimensional (3D) geometric 

models [12], [13], the reconstruction and removal of neuronal artifacts [14], the extraction and detection of 

biomedical signals [15]–[21], image forgery detection [22]–[26], image reconstruction [27]–[31], speech 

descrambling [32], drug molecule docking design [33], lung cancer detection [34], and brain decoding 

through magnetic resonance imaging [35]. Puzzles are a common benchmark for assessing computer vision 

and AI technologies. Puzzle-solving systems typically apply various techniques, including computer vision, 

partial boundary matching, pattern recognition, and combinatorial optimization. The methods used to solve 

puzzles can be used to solve problems efficiently in various fields, such as science, engineering, and business. 

https://creativecommons.org/licenses/by-sa/4.0/
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In criminal investigations, civil litigations, financial fraud inquiries, human accidents, and natural 

disasters, police, investigative bodies, or cultural institutions might need to reassemble fragments of 

banknotes, ancient coins, paintings, and documents to collect evidence and comprehend the full scope of 

incidents for maintaining historical records. In one case, a man in Taiwan accidentally dropped a bag 

containing over NT$200,000 in banknotes into a shredder. Subsequently, officials from Taiwan’s Ministry of 

Justice Investigation Bureau reassembled the banknote fragments and applied them to the Central Bank of the 

Republic of China (Taiwan) for exchange. This bureau receives approximately 250 applications annually for 

the reconstruction of damaged banknotes [36]. The 2013 floods in Germany caused considerable damage to a 

large number of banknotes, prompting the Deutsche Bundesbank to assemble a team of scientists to 

reconstruct these banknotes [37]. Incidents of banknotes being damaged by humans, animals, or disasters 

occur globally [38]–[41]. The Bureau of Engraving and Printing in the United States receives numerous 

requests each year to inspect damaged currency, and in 2018 alone it handled cases valued over US$40 

million [42]. In the weeks following the fall of the Berlin Wall in 1989, the Ministry for State Security of 

East Germany (the Stasi) attempted to destroy intelligence documents, creating over 16,000 bags of shredded 

paper. The German government continues its efforts to recover these documents to this day [43]. Several 

World Heritage Sites, including Notre-Dame Cathedral in Paris, the National Museum of Brazilian which 

housed over 20 million artifacts and 530,000 books, the bell tower of the Novodevichy Monastery in 

Moscow, La Fenice Opera House in Venice, Windsor Castle in the United Kingdom, the Great Mosque of al-

Nuri in Iraq, and the Umayyad Mosque in Syria, have been destroyed by fire or war [44]. The 

aforementioned events demonstrate the critical need for fragment recovery in various sectors, such as 

banking, forensic science, document restoration, and historical artifact reconstruction. 

This study employed AI technology to assist in the reconstruction of banknote fragments. Common 

causes of banknote damage include exposure to fire, water, mechanical forces, chemicals, and explosives; 

damage from insects and animals; and deterioration or petrification due to burial. Figure 1 presents damaged 

banknotes in several different situations: Figure 1(a) shows euro banknotes damaged during floods [37]. 

Figure 1(b) shows $1,000 US bill shredded by a machine [38]. Figure 1(c) shows US dollars damaged by dog 

bites [40]. Figure 1(d) shows Australian dollars warped from heat [41]. Figure 1(e) shows New Taiwan 

dollars damaged by insects due to burial. Manual matching is the most direct method for reconstructing 

banknotes. Manually piecing together banknote fragments requires skill, time, and attention to detail. It 

primarily involves classifying banknote fragments on the basis of their edge shapes, sizes, and colors. An 

image of a complete banknote is used as a reference, and fragments are assembled on the basis of features 

such as shape, pattern, texture, anti-counterfeiting features, and even the traces of the damage. This process 

requires multiple trials and adjustments to ensure correct placement. Fragile and broken pieces might 

undergo secondary damage because of the need for repeated handling during manual matching. When the 

number of fragments is large, manual matching can necessitate considerable human resources. 

 

 

  
(a) (b) 

 

   
(c) (d) (e) 

 

Figure 1. Damaged banknotes in several different situations: (a) Euros damaged by flooding [37],  

(b) US dollars shredded by machinery [38], (c) US dollars damaged by dog bites [40], (d) Australian dollars 

damaged by heat [41], and (e) New Taiwan dollars damaged by insects and burial 
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Currently, artificial intelligence research in the field of banknotes mainly focuses on the 

development of banknote materials and anti-counterfeiting technologies [45]–[47]. The use of AI to 

reconstruct damaged banknotes is a relatively underexplored area, with limited references being available. 

Reassembling banknote fragments is a two-dimensional, double-sided puzzle problem with only one solution 

[48]. Due to the need to evaluate both sides of the fragments, along with potential issues like folds, wrinkles, 

dirt, and missing pieces, as well as the highly complex shapes of the fragments, this task is more challenging 

compared to other types of puzzle problems. 

In general, AI-based methods for the assembly of puzzle pieces can be categorized into two  

main types: methods based on shape, color, or texture and methods based on key points. Methods based on 

shape, color, and texture involve the extraction of the shape, color, and texture, respectively, of fragments 

and then the matching and assembly of fragments on the basis of the extracted information [49]–[52].  

The key point-based method involves using a reference image related to the fragments, extracting  

features from the reference image and fragments, and matching the fragments to the reference image.  

This method is currently the mainstream approach in computer-assisted banknote fragment reconstruction 

systems [53]–[57]. 

Wu et al. [53] introduced a method involving the use of the scale-invariant feature transform (SIFT) 

[58] to reconstruct damaged banknotes. In this method, banknote fragments are matched with a reference 

image, and the random sample consensus (RANSAC) method [59] is then used to eliminate incorrect 

matching key points. It assumes all fragments originate from the same banknote and uses Quadratic 

Programming for assembly. Li et al. [54] extracted SIFT feature points from images of banknote fragments 

and complete banknotes and used the MSAC method [60] to eliminate incorrect matching key points and 

align the fragments. Gwo et al. [55] proposed a SIFT-based method that involves using a fuzzy logic 

approach to eliminate incorrect matching key points and developed a rotation angle estimation method to 

align fragments and then assemble them within an empty framework. Nabiyev et al. [56] used the AKAZE 

method to match fragments with a reference image and employed the RANSAC method to eliminate 

incorrect matching key points. They then used a novel minimum-convex-hull-based method to align the 

fragments before assembling them into an empty framework. Yilmaz and Nabiyev [57] implemented the 

SIFT, speeded-up robust features, binary robust invariant scalable key points, and AKAZE methods on a 

newly established dataset and then compared the results of these methods by using a Borda-count-based 

selection method. 

Studies have indicated that dense or direct featureless simultaneous localization and mapping 

(SLAM) algorithms, such as large-scale direct monocular SLAM (LSD-SLAM), have promising prospects 

for application in geometric computer vision tasks involving the use of complete images. These algorithms 

differ from conventional feature-based methods that rely on extracting and matching unique features within 

images. Instead, SLAM algorithms act directly on pixel intensities, thereby enabling robust and accurate 

estimations of camera motion and scene geometry. The present study used a deep convolutional neural 

network called HomographyNet [61], which can directly produce the homographic related to two images, for 

matching images of banknote fragments. 

 

 

2. METHOD 

In the present study, banknotes damaged by fire, water, insects, oil, dye, and other causes were 

placed in an extraction cabinet to eliminate their moisture and sterilize them. The banknote fragments were 

then manually separated. Subsequently, each fragment was subjected to serial number and anti-counterfeiting 

feature checks to confirm its authenticity. Finally, after the authenticity of the fragments was verified, digital 

image processing was conducted. 

To minimize the risk of further damage from the manual handling of fragile fragments, this study 

used an automated robotic arm for picking up and placing the banknote fragments. After the operation 

procedures were input to the robotic arm by an operator, the motor-driven robotic arm started to pick up and 

place the banknote fragments. The robotic arm shown in Figure 2, which was employed in this study, 

weighed 5.5 kg and comprised three joints with six degrees of freedom. It consisted of a mechanical body,  

a controller, a driver, a direct current motor, sensors, and a cycloidal pinwheel reducer. The robot could 

handle loads of up to 3 kg. It had a maximum working radius of 645 mm and a repeat positioning accuracy of 

±0.05 mm. The tip of the robotic arm was equipped with a suction cup. When a natural background is used 

for banknote reconstruction, the clutters in the images and the need to convert from 3D to 2D may 

compromise image data, making reconstruction unnecessarily challenging. To address this problem, this 

study designed a fixed work area using the robotic arm and a digital camera to create an image database of 

the banknote fragments. 
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Figure 2. Robotic arm 

 

 

The robotic arm picked up each banknote fragment individually and moved it to a photography area, 

where a digital camera photographed the fragment and transmitted the image to an AI matching system. The 

AI matching system conducted image analysis and sent feedback to the robotic arm, and the robotic arm 

moved to the next appropriate position on the basis of this feedback to continue the process of handling 

banknote fragments. The workflow of the robotic arm is shown in Figure 3. First, banknote fragments are 

divided into n piles, and n+n coordinates are set for the robotic arm to pick up and place the fragments. After 

the robotic arm detects that the photography of the first pile of banknote fragments is completed, it moves to 

the next pile of fragments. This process is repeated until the photography of the n-th pile of banknotes is 

completed. The AI matching system performs the following preprocessing steps on the images of banknote 

fragments: flipping the images of the reverse sides to match those of the front sides, removing backgrounds, 

eliminating white edges caused by tearing, reducing image noise, enhancing images, analyzing features, 

detecting edges, and sampling colors. Finally, the preprocessed images of the banknote fragments are 

reconstructed, and a report is generated. Figure 4 illustrates the reconstruction process for damaged banknotes. 

 

 

 
 

Figure 3. Workflow of the robotic arm 
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Figure 4. Schematic of the reconstruction of damaged banknotes 

 

 

Deep learning models have achieved state-of-the-art performance in computer vision tasks, such as 

image classification, object detection, and image segmentation. The successive layers of convolutional neural 

networks can capture complex image features and learn task-specific characteristics. The transformation 

involving the rotation of two images around the camera center is homographic. A homography is crucial for 

constructing a panorama [62]. The present study employed HomographyNet, a VGG-type network proposed 

by DeTone et al. [61], to extract features to determine the original orientation and position of fragments on a 

complete banknote. The HomographyNet algorithm directly generates homographic related to two images. It 

uses the four-point planar projection transformation parameter, namely H4pt [63], and is trained in an end-to-

end manner, which eliminates the need for conventional two-stage homography estimation involving corner 

estimation and robust homography assessment. The parameter H4pt integrates the scaling and shearing 

components of a homography and thus is more suitable for deep learning frameworks than is the 

conventional 3×3 parameter H. The architecture of HomographyNet is similar to that of VGGNet [64] in that 

HomographyNet consists of 3×3 convolutional blocks with the batch norm [65] and rectified linear unit 

functions. The structure of HomographyNet, shown in Figure 5, has eight convolutional layers, with max 

pooling layers following every two convolutional layers. Additionally, it contains two fully connected layers. 

 
 

 
 

Figure 5. Deep image homography estimation - HomographyNet (modified from [61]) 

 

 

A large amount of data is required to train a deep convolutional network from scratch to compute 

features related to fragments. To obtain sufficient training data, this study randomly cut images of complete 

banknotes into 100,000 images of front and back fragments and then applied random projective 

transformations to generate numerous labeled training examples. Initially, a square patch A was cropped out 

from the original image I, with the four corners of the image being perturbed within a random value in the 

range of [−ρ, ρ]. The four corresponding transformation relationships were defined as the homography HAB. 

(HAB)−1 was applied to the original image I to generate a distorted image I’. A patch B corresponding to 

image patch A was cropped out from this distorted image I’. The four-point parameters HAB served as training 
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labels linked to the ground truth and were saved in a four-point parameterized format as 𝐻4𝑝𝑡
∗ . Two images 

with a homography relationship and a size of 128×128×2 were stacked into channels for input into 

HomographyNet to obtain a four-point parameterized output, 𝐻̃4𝑝𝑡. 

The reconstruction of damaged banknote fragments has the following characteristics. First, unlike 

unknown historical artifact fragments, the images of complete banknotes are available and can be used as 

prior information. Second, if the content of two banknote fragments overlaps, they originate from different 

banknotes. Third, because damaged banknotes typically have missing fragments, fragments from the same 

batch that cannot be directly joined but do not overlap can be considered as part of the same banknote. This 

approach maximizes the surface area of a single banknote to increase the redeemable amount. According to 

Standards for Redemption of Soiled or Mutilated Currency Notes and Coins Unfit for Circulation published 

by the Central Bank of Taiwan, if the remaining parts of a damaged banknote constitute more than three-

quarters of the original banknote, the full amount can be redeemed. If the remaining parts constitute more 

than half but less than three-quarters of the original banknote, half the full amount is redeemed. For all 

aligned fragments, this study extracted local features related to shape and content to determine their paired 

relationships. The constraints between fragments were considered to evaluate alignment and assign weights 

to edges for global matching. Finally, a greedy search method was employed to find a simple graph with the 

maximum compatible edge sets. The clustered fragments were embedded into a framework, with overlapping 

clusters filling the next empty frame. According to the regulations of the Bank of Taiwan, the remaining 

proportion was calculated based on the table in Figure 6. Priority is given to assembling damaged and soiled 

banknotes that can reach an area of 3/4 or more, and only then attempting to piece together those that cover 

more than 1/2 of the area. Subsequently, the redeemable amount was automatically calculated. 

 

 

 
 

Figure 6. Identification analysis table 

 

 
3. RESULTS AND DISCUSSION 

To evaluate the performance of HomographyNet on a dataset of damaged banknotes, this study 

designed two experiments to conduct homographic comparison tests between the deep learning approach 

based on HomographyNet and a conventional feature-based method, SIFT. The system was trained using 

intact NT$1,000 banknotes from the AN-I edition and damaged NT$1,000 banknotes from the AN-II edition 

separately to obtain diversified test results. The objective was to determine whether HomographyNet, trained 

with a synthetic dataset, has performance comparable to or better than SIFT in the application of 

reconstruction of damaged banknotes. 

The SIFT directly uses full images to estimate the homography of planar projection transformation, 

whereas the deep learning method uses small data patches and requires the segmentation of full images. In 

this study, images of complete banknotes were randomly cut into 100,000 images of front and back 

fragments for deep learning, as shown in Figure 7. Figure 7(a) shows an intact NT$1,000 banknote from the 

AN-I series, while Figure 7(b) shows a damaged NT$1,000 banknote from the AN-II series. The brightness 

(0.5–2.0), color (0.8–1.2), and gamma shift (0.8–1.2) of the images were randomly varied during training, 

and the L1 photometric loss function was employed. Testing was then performed using a randomly created 

test set of banknote fragments. 

https://law.moj.gov.tw/ENG/LawClass/LawAll.aspx?pcode=G0440005
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(a) 

 

 
(b) 

 

Figure 7. Randomly cut banknote fragment images (a) intact NT$1,000 banknote from AN-I edition and 

(b) damaged NT$1,000 banknote from AN-II edition 

 

 

The evaluation metric RMSE originates from the mean corner error in both adopted algorithms. The 

estimated homography 𝐻4𝑝𝑡  and ground-truth homography 𝐻4𝑝𝑡
∗  were compared using (1), in which LH 

represents the Euclidean L2 norm between 𝐻4𝑝𝑡 and 𝐻4𝑝𝑡
∗ . A lower RMSE indicates superior performance. 

 

𝐿𝐻 =
1

2
‖𝐻4𝑝𝑡 − 𝐻4𝑝𝑡

∗ ‖
2

2
 (1) 

 

Figure 8 illustrates the performance percentile analysis results for the two adopted algorithms. 

Figures 8(a) and 8(b) display the results obtained for the intact NT$1,000 banknote from the AN-I edition 

and the damaged NT$1,000 banknote from the AN-II edition, respectively. HomographyNet considerably 

outperformed SIFT on the AN-I edition. The RMSE values of the SIFT were consistently greater than 10, 

whereas the RMSE values of HomographyNet were only 2.11 and 4.65 in the best 30% and the worst 40% of 

the time, respectively. For the AN-II edition, the RMSE values of the SIFT were as high as 8.37 and 9.75 in 

the best 30% and worst 40% of the time, respectively. In contrast, the RMSE value for HomographyNet is 

only 1.69 in the best 30% of the time. Although the RMSE value reached 8.92 in the worst 40% of the time, 



IAES Int J Rob & Autom ISSN: 2722-2586  

 

Use of artificial intelligence in banknote reconstruction (Yi-Chang Wu) 

417 

its performance still surpassed that of the feature-based method (SIFT). The homography estimation is 

visualized in Figure 9. The original image is deformed by randomly perturbing its four corners. The 

deformed image is then restored using different homography estimation methods, with lower RMSE values 

indicating better performance. 

 

 

 
(a) 

 

 
(b) 

 

Figure 8. 4pt-homography RMSE values from the two adopted algorithms: (a) intact NT$1,000 banknote 

from AN-I edition and (b) damaged NT$1,000 banknote from AN-II edition 

 

 

Original Image Randomly Perturbed Images 

  
SIFT Homography Estimation 

RMSE=10.045 

HomographyNET Homography Estimation 

RMSE=4.967 

  
 

Figure 9. Homography estimation: SIFT vs HomographyNet 



                ISSN: 2722-2586 

IAES Int J Rob & Autom, Vol. 13, No. 4, December 2024: 410-422 

418 

The traditional feature-based method, SIFT, can extract a large number of invariant feature points, 

performing stably under different lighting conditions and exhibiting favorable scale, rotation, and viewpoint 

invariance. However, during the testing process of this study, the SIFT exhibited a low matching speed and 

performed relatively poorly. An example of recognition failure is shown in Figure 10. The main reasons for 

its poor performance were as follows: i) high computational complexity, which was caused by the SIFT using 

Gaussian kernels and DOG operators to extract and detect feature points, resulting in lengthy computation 

times; ii) inaccurate positioning of corners during the extraction of feature points, which resulted in the 

feature points being inaccurately reflected in the image structure, leading to incorrect matches; and iii) 

sensitivity of the SIFT to noise, which caused poor performance when processing images of dirty or damaged 

banknotes. By contrast, HomographyNet exhibited suitable testing performance. This algorithm employs 

supervised learning and is trained using a large quantity of prelabeled data. During the learning processes, the 

algorithm examines its errors, corrects its understanding, and enhances the accuracy of its predictions, 

thereby enhancing its reconstruction performance. 

 

 

 
 

Figure 10. Case of recognition failure with the SIFT 

 

 

Subsequently, two experiments were conducted using a sample banknote and a real banknote. First, 

the sample banknote was manually torn into pieces, and all fragments were photographed for reconstruction. 

As shown in Figure 11(a), there are a total of 15 fragments. A blank template with the same size as the 

original sample banknote was used to reconstruct the sample banknote, the reconstruction results are shown 

in Figure 11(b). All 15 fragments were correctly aligned. Next, the images of the damaged banknote 

fragments were fed into the reconstruction system to understand the assembly status of the real fragments. 

 

 

  
(a) (b) 

 

Figure 11. Sample banknote reconstruction (a) sample banknote fragments and (b) reconstruction results 

 

 

A total of 22 real banknote fragments damaged by insect infestation were photographed into the 

reconstruction system, as shown in Figure 12(a). These fragments could be manually assembled into six 

banknotes, and the reconstruction results are shown in Figure 12(b). A total of 19 fragments were correctly 
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aligned, whereas the remaining three pieces were too small for detecting reliable alignments and thus were 

not embedded into the template. Figure 12 reveals that slight deformation occurred for some fragments 

because of the original curvature of the banknotes and the interpolation effects during image processing. The 

experimental results indicate that because of the influence of dirt, missing parts, and folds, the success rate of 

assembling real banknote fragments was lower than that of assembling manually torn sample fragments. 

Nevertheless, the automated system developed in this study for assembling damaged banknotes provided 

satisfactory reconstruction outcomes. 

 

 

  
(a) (b) 

 

Figure 12. Reconstruction of damaged banknotes: (a) damaged banknote fragments and (b) reconstruction 

results 

 

 

4. CONCLUSION 

Assembling fragments of damaged banknotes is a complex computer vision problem. This study 

developed an AI system for assembling damaged banknotes by using an image registration technique that 

involves using deep neural networks to estimate a planar projection transformation homography. The 

transformation results obtained with the developed system were verified by comparing them with those 

obtained using the SIFT, a conventional feature-based method. Experiments proved that the supervised 

learning approach of this study outperformed the SIFT in terms of efficiency and can be applied in practice. 

In the future, the research team of this study will continue to explore the use of other regression models in 

banknote reconstruction. Different regression models have different advantages in terms of size and 

computational complexity; thus, the adoption of different models might lead to the discovery of more suitable 

system architectures, thereby enhancing operational efficiency and reconstruction performance. 
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