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 Jupiter robot has made a great impact in the educational field with its 

support for autonomous navigation, visual perception, and many other 

features from its artificial intelligence platform's learning box. This study 

undertakes a kinematic model design of Jupiter's arm to aid the robot's 

motion stability. This process involved the determination of a homogeneous 

transformation matrix, followed by the determination of orientation, 

position, and Euler angles. Ultimately, the homogeneous transformation 

matrix was successfully derived, and the simplification of direct kinematic 

matrices was achieved. Consequently, the kinematic analysis for Jupiter's 

arm was established using the position Denavit–Hartenberg method, 

orientation, and Euler angles, proving to be valuable in the context of this 

research. 
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1. INTRODUCTION 

Robotics, the interdisciplinary field at the intersection of mechanical engineering, computer science, 

artificial intelligence, and electronics, has rapidly transformed the way we live and work. In the quest for 

automating tasks and improving abilities, robotics has become a technology in the 21st century. Originating 

from the realm of science fiction and finding its way into industries such, as manufacturing and healthcare 

artificial intelligence has become widely prevalent [1]–[13]. The study of robotics has become a dynamic and 

critical area of research, offering insights into designs, developments, and deployments of intelligent 

machines. 

The field of robotics has made strides thanks to advancements in modeling techniques. It is crucial 

to comprehend the positioning and orientations of robots such, as the Jupiter robot in order to effectively 

control and interact with them in environments. Two key components, forward kinematics and inverse 

kinematics play a role in this pursuit. Significant research has been devoted to finding solutions for 

determining the kinematics of humanoid robots. In the past researchers primarily utilized Denavit–Hartenberg 

(DH) parameters, which offered a standardized approach, for representing the transformations, between 

neighboring links [14]. In this approach, we assign parameters to each joint allowing us to calculate the 

positions and orientations of the end effector [15]–[21]. Another used technique in robotics is the 

homogeneous transformation matrices. They provide a framework, for expressing the position and orientation 

transformations of robotic systems [22]. 

https://creativecommons.org/licenses/by-sa/4.0/
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These matrices make computations more efficient, by containing all the transformation information 

within a matrix [23]–[28]. The formula known as the product of exponentials which was introduced by 

Murray et al. [29] is a representation that is derived from Lie algebra. It provides a compact and elegant way 

to express the end-effector pose as a function of joint variables, allowing for efficient and accurate kinematic 

computations [30]–[33]. Finding equations, for particular robot configurations is especially valuable when 

dealing with robots that have clearly defined and relatively uncomplicated shapes [34]. They offer explicit 

equations for determining end-effector poses [35]–[37]. The flexible method of inverse kinematics and 

trigonometric methods utilizes inverse trigonometric functions to calculate the angles of joints. In particular, 

this technique is very straightforward, as the corresponding joints’ orientations can easily determine the 

angles needed to achieve certain target locations of an end-effector [37]–[39]. A representation based on the 

idea of Geometric interpretation of kinematics clarifies to us how the motions of joints are related with the 

motion of the end effector. It is a way of conceptualizing robot motion and understanding how everything fits 

together [40], [41]. Currently, these solutions have been expanded into dealing with kinematically complex 

structures as well as redundant systems. With this development, analysis solutions have taken on a new 

dimension; more flexible and complex robotics systems. 

Determining the angles of joints to find the suitable position of an end effector, known as 

kinematics, has been a crucial field of study. Researchers have utilized methods, like techniques and 

optimization algorithms, to address this complex problem. These methods have shown their effectiveness, in 

real-time control and planning movements [42]. Iterative Jacobian-based methods are a prevalent approach in 

solving inverse kinematics [43]. They use the matrix, which helps determine how changes, in velocities, 

affect the velocities of the end effector [44]. Understanding the relationship between angles and the resulting 

changes in the position and orientation of the end effector is essential. This matrix serves as a valuable tool, 

for that purpose [45]. By making modifications these techniques gradually move closer, to the intended 

position skillfully maneuvering through the range of solutions and steadily moving towards the objective 

[45], [46]. They perform well in changing environments and situations that demand immediate adaptations. 

However, their efficiency can be affected by factors such, as the iteration method used the accuracy of 

calculating the Jacobian, and the occurrence of singularities [44]. Reliable convergence depends on careful 

parameter tuning. However, the choice between the Iterative Jacobian-based methods and other techniques 

depends on various considerations which include robot structures, computational resources, and operating 

environment. In making the right choice about various methods regarding inverse kinematics, it is important 

to understand each method’s strong points as well as its weak points [47]. The other important approach is 

that the CCD algorithm has been a significant approach for inverse kinematics. Through an iterative 

adjustment of each separate joint’s angle, CCD is developed specifically for the articulated structures 

possessed by several degrees of freedom robots [48]. The operation begins on its base and improves 

successive angles on the kinetic chain till it gets to the position it desires for the end effector. This technique 

takes advantage of the intrinsic organization of many robotic systems and is therefore highly useful for 

solving complicated articulations like those characterizing humanoid robots as well as multi-limbed robotic 

arms [49]. Nevertheless, it’s important to acknowledge that while CCD excels in many scenarios, it may face 

challenges converging to a solution in cases involving singularities or highly constrained environments [50]. 

Additionally, the order of joint adjustments can impact the outcome, warranting thoughtful consideration in 

its application. Despite these considerations, CCD remains a valuable and pragmatic tool for addressing 

complex inverse kinematics challenges in robotics as reported in Table 1 [51]. Gradient-based optimization 

approaches inverse kinematics as an optimization challenge, employing techniques like gradient descent and 

Newton’s method to minimize an objective function, hence converging towards optimal joint angles [52]. 

The process whereby joint angles are adjusted incrementally moving the system along the path of decreasing 

the value of the objective function until reaching a local minimum that coincides with the target end-effector 

positioning is referred to as gradient decent. It has been observed that some complex and non-linear objective 

functions, could converge faster than first-order derivatives using Newton’s methods [53]. It may be strong 

but you need to consider the choice of an optimization algorithm, a convergence criterion, and the objective 

function definition. Since singularities and constrained environments require special handling [49]. 

Knowledge of such subtleties is crucial in the effective utilization of addressing the inverse kinematics 

problem in robotics. Damped least squares (DLS) is an approach with both analytical and numerical 

ingredients applied within inverse kinematics [54]. It optimizes its weighted least square to solve the problem 

of minimizing this difference between the end-effector poses. Therefore, one should include this damping 

factor that will provide enough stability that make the solution correct under such instabilities or arising 

inconsistencies [50]. The advantage of Damped Least Squares is inaccurate end-effector poses for the 

systems that use it. It works out to be a good choice when it comes to robotic applications such as 

manipulator arms and humanoid robots [55]. Researchers have delved into diverse optimization-based 

techniques, such as genetic algorithms, simulated annealing, and particle swarm optimization (PSO), as 
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alternative avenues for tackling inverse kinematics challenges [54]. The use of these methods brings about 

another paradigm because they apply to nature-based search strategies. Genetic algorithms use principles of 

natural selection and genetics for exploring the solution space and hence are very effective in solving 

difficult, multidimensional optimization problems [56]. These methods offer diverse strategies for tackling 

the complex problem of inverse kinematics, each with its own strengths and considerations. Their application 

depends on factors such as the robot’s stability kinematic structure, computational resources, and specific 

task requirements. 

This research contributes by developing a kinematic model for the Jupiter robot, enhancing its arm 

functionality in several key ways. First, the model allows the robot's arm to extend fully, providing an 

advantage in competitive settings by enabling faster object-grabbing. Second, the kinematic model improves 

the stability of the robot's movements, ensuring smooth and controlled operation. These features allow the 

Jupiter robot to operate at maximum speed without risking tipping over, while swiftly reaching and grasping 

target objects. 

 

 

2. JUPITER BACKGROUND 

The Jupiter robot as seen in Figure 1, created by Lattel Robotics, is a versatile home assistant 

weighing 10.3 kg and boasting external dimensions of 352×352×920 mm, with a ground clearance of 15 mm. 

Lattel Robotics, a company dedicated to promoting AI-focused robotics education, is headquartered in 

Singapore and Malaysia. The heart of the Jupiter robot is its onboard computer, equipped with an Intel Core 

i5-10210U processor running at 1.6 GHz, 8 GB of RAM, and a 120 GB SSD for internal storage. It also 

features a Wi-Fi remote controller with a swift 300 Mbps transmission rate, enabling seamless interaction. 

Speech interaction capabilities are incorporated, offering a frequency response between 50 Hz and 16 kHz for 

clear communication. For mobility, the robot utilizes the mobile base Kobuki unit, allowing for a maximum 

payload of 5 kg, a top speed of 0.5 m/s, and a rapid rotation speed of 160 degrees per second. Powering this 

remarkable machine are standard 4400mAh Li-Ion batteries, with the option for extended battery life using an 

additional 4400mAh Li-Ion unit. The robot is equipped with an array of sensors, including 25,700 CPR 

encoders, a rate gyroscope with a factory calibration of 110 deg/s, and auxiliary sensors (3x forward bump, 

3x Cliff, 2x wheel drop). It also features a 3D stereo camera with a resolution of 640px x 480px, recording at 

30 fps, and a Slamtec A2m8-R4 RP LiDAR system. With all these features, the Jupiter robot is equipped with 

various support for autonomous navigation, visual perception, speech interaction, mobile manipulation and 

AI, machine learning, and cloud computing, hence proven to be essential in the educational field, which 

enabled the robot to be the core element in RoboCup@Home Education contest [57]. 

 

 

 
 

Figure 1. Jupiter robot 
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Jupiter’s arm system as seen in Figure 1 is comprised of 5 servos, including the end effector servo, 

along with 4 links. Its external dimensions (L×W×H) are 32×50×40 mm, and it offers an impressive accuracy 

of 0.29 degrees [57]. This robotic wonder seamlessly integrates a blend of features, including robot 

intelligence, natural interaction, computer vision, mobile platform capabilities, and object manipulation. The 

robot’s ARM is a 4DOF (four degrees of freedom) system. It comprises four joints, each with its unique 

rotation: Joint 1: Yaw rotation, Joint 2: Pitch rotation, Joint 3: Pitch rotation, Joint 4: Pitch rotation, These 

four joints collectively endow the robot’s effector with four degrees of freedom, enabling motion in the x, y, 

and z axes, as well as pitch and yaw rotation. 

 

 

3. METHODOLOGY 

The transformation matrix for joint ‘i‘ with respect to an adjacent joint ‘i‘ in three-dimensional space 

is in (1). 

 

𝑇𝑖 = [

𝑐𝑜𝑠(𝑖) −𝑠𝑖𝑛(𝑖) 0 𝑖−1

𝑐𝑜𝑠(𝑖−1)𝑠𝑖𝑛(𝑖) 𝑐𝑜𝑠(𝑖−1)𝑐𝑜𝑠(𝑖) −𝑠𝑖𝑛(𝑖−1) −𝑑 𝑠𝑖𝑛(𝑖−1)
𝑠𝑖𝑛(𝑖−1)𝑠𝑖𝑛(𝑖) 𝑠𝑖𝑛(𝑖−1)𝑐𝑜𝑠(𝑖) 𝑐𝑜𝑠(𝑖−1) 𝑑 𝑐𝑜𝑠(𝑖−1)

0 0 0 1

] (1) 

 

The transformation from joint ‘i‘ to joint ‘j‘, where ‘i‘ ranges from 1 to ‘N‘, and ‘j‘ ranges from ‘i+1‘ to ‘N‘, 

is given by (2). 

 

𝑇𝑖
𝑗
= 𝑇𝑖

𝑖+1 ⋅ 𝑇𝑖+1
𝑖+2 ⋅ … ⋅ 𝑇𝑗−1

𝑗
  (2) 

 

For the case of a 5-joint robotic arm as observed in Figure 2, the transformation matrices are filled for each 

joint (2), and the multiplication is processed sequentially to obtain the transformation from the base to the 

end-effector frame (3). 

 

𝑇4
0  =  

[
 
 
 

𝑅110
4 𝑅120

4 𝑅130
4 𝑋0

4

𝑅210
4 𝑅220

4 𝑅230
4 𝑌0

4

𝑅310
4 𝑅320

4 𝑅330
4 𝑍0

4

0 0 0 1 ]
 
 
 

 (3) 

 

In order to prepare the DH model for Jupiter’s arm, see Figure 2 for illustration, the model’s parameters  

(the link length (ai), link offset (di), rotation angle (θi), and link twist (αi)) are calculated and presented in 

Table 1. 

Solving the inverse kinematic problem depends on each robot’s design. Iterative numerical methods 

may eventually lead to a solution, but they are prone to encountering singularities, resulting in potential 

failures even when a valid solution is possible. Furthermore, their performance is generally sub-optimal. On 

the other side, analytical solutions are swift and highly precise, yet uncovering them necessitates a substantial 

amount of effort. 

 

 

 
 

Figure 2. Five-joint robotic arm 
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Table 1. DH-model parameters 
i αi−1 ai−1 di θi 

1 0 0 a1 θ1 
2 −90° 0 0 θ2 

3 0 L2 0 θ3 

4 0 L3 0 θ4 
5 0 L4 0 0 

 

 

3.1.  Geometric solution 

The geometric solution for inverse kinematics was chosen according to two factors. First, it is an 

Efficient solution for simple structures with closed-form solutions, thus greatly reducing many calculations 

and increasing efficiency. Second, the geometric solution is adaptable, allowing more modifications to the 

arm without requiring any changes to the inverse kinematics model, as long as the parameters and 

coefficients stay the same. In comparison to other methods, such as the algebraic track, the geometric solution 

is valued for its efficiency in less complex structures. While the algebraic method boasts greater versatility 

and can handle a broader spectrum of robotic systems, it may grapple with challenges, particularly in 

scenarios that involve highly nonlinear systems [58]. Moreover, when compared to numerical solutions such 

as neuro-fuzzy models, aside from being known for their adaptability, they introduce complexities related to 

computational costs, interpretability, and data requirements. The decision to choose one of these models 

depends on the needs of the robotic system. Necessitating a careful balance between adaptability, 

computational requirements, and interpretability [59] and comparison with new techniques, such as the use of 

PSO. combined with POSIX threads for inverse kinematics. While this innovative strategy holds promise by 

facilitating parallelism and potential speedup, it presents challenges related to thread synchronization, load 

balancing, and system complexity. Rigorous testing and validation under various conditions is essential to 

accurately evaluate its performance [59]. After carefully considering these factors, the geometric solution 

approach emerged as the preferred choice in this study. Its efficiency in handling simple structures and  

closed form solutions, and the adaptability of the geometric solution allow for dynamic changes in link 

lengths or the end-effector while maintaining the same configuration. This feature is particularly beneficial  

in scenarios where alterations to the robot’s structure are required. It is the most fit solution for Jupiter’s 

robotic system and its unique requirements. The top view of the robotic arm, the value of r1, using the 

Pythagorean theorem in (5). 

Given that yo is the position of the end effector along the y-axis and xo is the position of the end 

effector along the x-axis. 

 

θ4 = tan−1 (
𝑦𝑜

𝑥𝑜

) (4) 

 

θ1 represents the rotational joint of the arm (base joint). Given that, z0 is the distance the end effector along 

the z-axis, and a0 is the base link length. The side view of the robot’s arm: 

 

𝑟1 = √𝑥0
2 + 𝑦𝑜

2;  𝑟2 = 𝑧0 − 𝑎0;  𝑟3 = √𝑟1
2 + 𝑟2

2 (5) 

 

By applying the cosine rule (6) on the r3 link 

 

(𝑟3
2 = 𝑙1

2 + 𝑙2
2 − 2 ⋅ 𝑙1 ⋅ 𝑙2 ⋅ cos α) (6) 

 

The angle α can be denoted by (7)/ 

 

cos α =
𝑙1
2 + 𝑙2

2 − 𝑟3
2

2 ⋅ 𝑙1 ⋅ 𝑙2
 (7) 

 

θ2 and α are supplementary and can be obtained by (8). 

 

θ2 = (π − α);  cos θ2 = −cos α ;  θ2 = cos−1 (
𝑟1

2 + 𝑟2
2 − (𝑙1

2 + 𝑙2
2)

2 ⋅ 𝑙1 ⋅ 𝑙2
) (8) 

 

Then, applying (SOHCAHTOA) trigonometric functions (9) to deduce the angles equation. 
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θ1 = γ − β; tan β =
𝑙2 sin θ2

𝑙1 + 𝑙2 cos θ2

; tan γ =
𝑟2

𝑟1
; β = tan−1 (

𝑙2 sin θ2

𝑙1 + 𝑙2 cos θ2

) ; γ = tan−1 (
𝑟2

𝑟1
) (9) 

 

This represents the result of substituting previous equations to result in (10). 

  

𝜃1 = tan−1 (
𝑟2
𝑟1

) − tan−1 (
𝑙2 sin 𝜃2

𝑙1 + 𝑙2 cos 𝜃2

) (10) 

 

Finally, we calculate the angles of movement in the equations below where θbase represents the base rotation 

angle, and φ is the Euler angle. 

 

𝜃benc = tan−1 (
𝑌

𝑋
) ;  𝜑 = 𝜃1 + 𝜃2 + 𝜃3;  𝜃3 = 𝜑 − (𝜃1 + 𝜃2) (11) 

 

 

4. RESULTS 

A set of tools and libraries have been used to implement and test the robot’s arm in a simulation. 

First, a visualization of the robot’s robotic arm using the ”Visualize Kinematics” library on Python as seen in  

Figure. In this library in Python, the kinematics model is implemented and tested. The robot’s end-

effector is given a location and orientation, these coordinates are compared with the origin coordinate frame 

to prove accuracy. 
 

 

 
 

Figure 3. Kinematics visualization 
 

 

In the proposed study, we employed a versatile robot equipped with an advanced arm and a multi-

Astra depth camera. The experiments were conducted in diverse environments, such as kitchen and living 

room settings, to assess the robot’s ability to autonomously navigate, detect different target objects with 

different dimensions and grasping points and center of mass, and perform precise arm manipulations, for the 

arm’s position see Figure 3. The robot’s end effector was designed for adaptability, allowing for the grasping 

of various objects and their delivery to the user. 

Notably, the robot’s end effector is a modular component that can be changed or modified to 

perform various tasks. The adaptation also involves tweaking of the link lengths which is possible but does 

not pose any issue for inverse kinematics. With respect to this feature, the robot becomes more flexible, 

performing diverse operations in various settings with high accuracy and performance. 

 

4.1.  Final task 

Sensors coupled with algorithms enabled the robot to move precisely to the predefined waypoint. At 

this point, the robot started 3D localization of the ball on the spot by multiple astra-depth cameras with 

respective x, y, and z coordinates. Subsequently, the robot seamlessly transitioned to arm manipulation, 

employing inverse kinematics to calculate joint angles for an accurate grasp and relocation of the ball. 
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4.2.  Validation 

Validating the accuracy and reliability of the proposed inverse kinematics model is crucial to ensure 

its applicability and effectiveness in practical scenarios. To initiate the validation, an experimental setup was 

designed by manually positioning the end effector to a predefined point in space and measuring the join 

angles θ1,θ2 and θ4, then cross-validating the measured values with the proposed model. 

The end effector was placed at point (10,0,14) in space which corresponds to x, y, z coordinates 

respectively, then the joint angles were measured θ1 = 0°, θ2 = 90° and θ4 = 0° and given the link lengths of the 

robot arm l1 = 10 cm, l2 = 10  cm and a0 = 4 cm. we substitute in (4), (8), (9) to obtain that the result of the 

joint angles θ1 = 0°, θ2 = 90° and θ4 = 0°, see Figure 1. 

 

 

5. CONCLUSION 

In order to develop a robust kinematic model for Jupiter’s robotic arm, we presented an exact 

forward and inverse kinematics solution, encompassing a step-by-step derivation of a homogeneous 

transformation matrix, determination of orientation, position, and Euler angles, culminated in a streamlined 

direct kinematic solution, followed by the simplification of direct kinematic matrices. This contribution not 

only improves the robot’s motion control but also aligns with its educational objectives by facilitating 

autonomous navigation and enhancing learning experiences. While this study presents a solid foundation, 

future work could apply the kinematic model to real-life scenarios and adaptive learning mechanisms to 

further advance Jupiter’s educational contributions. 
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