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 Existing automatic road map extraction approaches on remote sensing 

images often fail because they cannot understand the spatial context of an 

image. Mainly because they could not learn the spatial context of the image 

and only knew the structure or texture of the image. These approaches only 

focus on regional accuracy instead of connectivity. Therefore, most 

approaches produce discontinuous outputs caused by buildings, shadows, 

and similarity to rivers. This study addresses the challenge of automatic road 

extraction, focusing on enhancing road connectivity and segmentation 

accuracy by proposing a network-based road extraction that uses a spatial 

intensifier module (DULR) and densely connected U-Net architecture 

(SDUNet) with a connectivity-preserving loss function (CP_clDice) called 

CP_SDUNet. This study analyzes the CP_clDice loss function for the road 

extraction task compared to the BCE Loss function to train the SDUNet 

model. The result shows that CP_SDUNet, performs best using an image 

size of 128×128 pixels and trained with the whole dataset with a 

combination of 20% clDice and 80% dice loss. The proposed method obtains 

a clDice score of 0.85 and an Interest over Union (IoU) score of 0.65 for the 

testing data. These findings demonstrate the potential of CP_SDUNet for 

reliable road extraction. 
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1. INTRODUCTION  

Automatic road map generation or road extraction from images benefits many applications, such as 

autonomous vehicles, urban planning, road network planning, and land investigation. Based on the data used, 

road extraction tasks can be divided into three types, i.e., road extraction using a 2D dataset, a 3D dataset, or 

both types simultaneously. Road extraction using a 2D dataset can be done using optical images [1], [2] or 

SAR images [3], [4], which each have their characteristics. This paper focuses on using 2D datasets, 

specifically optical images, to perform automatic road extraction. 

The main problem in road extraction from satellite images is to label the road as foreground and 

other things as background, creating a binary segmentation problem. Compared with other image 

segmentation problems, many factors affect road extraction. The first is that roads are thin and long, spanning 

a large area even though their area (pixel count) is small. Next, the geometric features of roads are very 

similar to rivers and railways. These problems make it tricky even for professionals to differentiate between 

them. Additionally, roads can overlap in a complex intersection, and finally, in satellite images, roads can be 

obscured by trees, their shadows, and buildings' shadows. 

https://creativecommons.org/licenses/by-sa/4.0/
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In early studies, researchers designed hand-crafted features for road extraction [5]–[9]. This 

conventional technique uses texture structure, super-pixel partitioning [10], region-growing algorithm [11] 

and other methods for road extraction. However, satellite imagery has grown massively in recent years and 

produced very high-resolution images. These images bring new challenges for road extraction due to the 

complex structure of the road and diverse background distribution. With these new challenges, conventional 

methods start to underperform. In recent years, the development of neural networks such as convolutional 

neural networks (CNN) has improved in lots of semantic segmentation tasks, which includes road extraction 

[12]–[15]. Recently, the U-Net [16] architecture has been used extensively for segmentation tasks. Although 

CNN-based methods and U-Net are ubiquitous in segmentation tasks, they are often inadequate for remote 

sensing images. To address the issue, Yang et al. [17] designed a framework based on spatial-enhanced and 

densely connected U-Net to address the problem. 

Additionally, the training strategies can also be modified to optimize models for extraction tasks. 

The model's loss function plays an important role as it guides the model in achieving the best result based on 

the difference between the predicted value and its ground truth. For a task that uses segmentation, in this 

case, road extraction, choosing the loss function is important. Several studies have proposed alternate loss 

functions that could increase the outcome of road extraction [18]. One of them uses structural similarity as a 

loss function, which is a joint loss of cross entropy and Dice loss called cross-entropy-dice-loss (CEDL) [19] 

function. However, none of them maintain the road connectivity. For that reason, Abdollahi et al. [20] 

proposed using CP_clDice. This new measure compares the intersection of pixels and their morphological 

skeleton to preserve the road's connectivity and obtain a better performance of the road extraction model. 

In this paper, we proposed a novel approach to automatic road extraction. We introduce using 

spatial-enhanced and densely connected U-Net to capture spatial context from an image called CP_SDUNet. 

CP_SDUNet can produce a generally better accuracy on road segmentation using CP_clDice as its loss 

function to ensure road connectivity is preserved, which uses a spatial intensifier (DULR module) and 

densely connected U-Net with connectivity preserving loss function. By enhancing spatial context capture 

and explicitly maintaining road connectivity, this method aims to overcome limitations in existing 

techniques. Our work improves segmentation accuracy and ensures practical usability for applications that 

demand reliable road network extraction, such as urban infrastructure planning and autonomous vehicle 

systems. 

 

 

2. METHODS 

This work proposes a new road extraction method called connectivity preserving spatial enhanced 

and densely U-Net (CP_SDUNet). The proposed technique is a modification of the original deep learning 

model SDUNet [17], which is based on U-Net architecture but with better performance by enhancing spatial 

context. Additionally, it consists of a connectivity-aware similarity measure based on the intersection of the 

skeleton and its mask (CP_clDice) [20] to preserve connectivity of the road that has been extracted. 

 

2.1.  SDUNet 

SDUNet [17] is a deep network architecture that is based on U-Net [16] and ResNet [21]. SDUNet 

consists of three major parts: decoder, bottleneck, and decoder. The encoder is filled with convolutional 

block and ReLU Activation, which later will be downsampled using Maxpooling, while the decoder is up-

sampled with transpose convolution. The prominent feature of SDUNet is the use of a skip connection, which 

was inspired by ResNet [21]. Skip connection allows the sending of information without the need to go 

through layers of convolution. Hence, prevents vanishing gradient problems. 

SDUNet is also inspired by DenseNet where each layer is connected to the other so that it is able to 

improve feature flows. The encoder consists of 4 dense blocks, the bottleneck consists of 1 dense block, and 

lastly, the decoder consists of 4 dense blocks [17]. 

 

2.1.1. Dense block 

SDUNet is a series of dense blocks that mainly consist of multiple layers which extract information 

that is shaped like the letter U and are connected to each other, which was inspired by DenseNet architecture 

[22]. The blocks are connected to preserve the nature of forward feeding, where each layer will add 

additional information from all preceding layers and pass its feature map to subsequent layers. First, the input 

tensor passes through a batch normalization layer to re-scale and standardize its value. Then, it is activated to 

a rectified linear unit activation function, followed by a 3×3 convolution layer. SDUNet uses a modified 

version of DenseNet, where after going through a 3×3 convolution layer, the tensor moves to a dropout layer 

to drop some neurons randomly. 
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Figure 1 illustrates dense blocks used in SDUNet. The purpose of using dense blocks was to 

enhance information flow between layers. Consequently, the 𝑙𝑡ℎ layer receives the feature maps of all 

preceding layers, 𝑥0, … , 𝑥𝑙−1 as input. The formula is represented in (1). 

 

𝑥𝑙 = 𝐻𝑡([𝑥0, … , 𝑥𝑙−1]) (1) 

 

where [𝑥0, … , 𝑥𝑙−1] represent the concatenation of the feature maps generated from all layers beforehand and 

𝐻𝑡(.) refers to a nonlinear mapping function. 

 

 

 
 

Figure 1. Dense block in SDUNet architecture 

 

 

2.1.2. Transition layer 

The transition layer consists of two parts: a down-transition layer and an up-transition layer. The 

down-transition layer is applied to downsample the feature map, which the dense block could not do. So, the 

transition layer consists of batch normalization to standardize, followed by a 1×1 convolution layer and a 2×2 

pooling layer to downsampling. Conversely, the up-transition layer will perform the up-sampling using the 

same approach as the down-transition layer, but it uses a transposed convolution instead of a 2×2 pooling 

layer. 

 

2.1.3. Down up left right convolution module (DULR) 

SDUNet also proposed another way to spatially enhance the spatial context feature by doing what is 

called a DULR module [23]. Figure 2 illustrates the details of the DULR module architecture, which consists 

of up convolution, down convolution, left convolution, and right convolution. As shown in the figure, if we 

take down convolution and left convolution as an example, the left convolution will reduce the feature map 

from a size of C×W×H to C×1×H so that it will convolve along those H. Meanwhile, Down convolution will 

reduce a C×W×H feature map to become C×W×1 so that it convolves for the W tensor only. It will convolve 

every C×W×1 for every slice until it becomes the H again so that the feature map after it gets convoluted is 

back to C×W×H. Every convolution will be activated using a nonlinear function that is a rectified linear unit 

(ReLU). Similarly, the other convolution has the same function but goes in a different direction. 

The intention of using DULR is so that through DULR the feature map potentially contains 

perspective change due to the different computing orders, the effect of aggregation for each row is different, 

thus making it like a change in perspective [23]. 

 

2.2.  Connectivity preserving centerline dice coefficient (CP_clDice). 

The centerline dice coefficient was introduced by Shit et al. [24] with the intention of finding what 

is a good pixels-wise measure to benchmark tubular segmentation while guaranteeing the preservation of the 

network topology since they are using biomedical images that is brain vascular dataset. They thus proposed 

the centerline dice coefficient (clDice), as shown in (2) and (3). 
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Figure 2. DULR module architecture 
 

 

𝑇𝑝𝑟𝑒𝑐(𝑆𝑝, 𝑉𝑙) =
|𝑆𝑝 ∩  𝑉𝑙 |

𝑆𝑝
 (2) 

 

𝑇𝑠𝑒𝑛𝑠(𝑆𝑙, 𝑉𝑝) =  
|𝑆𝑙 ∩  𝑉𝑝 |

𝑆𝑙
 (3) 

 

clDice will create soft skeletonization for the real ground truth mask (𝑉𝑙) and the predicted mask from the 

network (𝑉𝑝). The skeletonization will be called Sl for the skeletonization of the ground truth mask and 𝑆𝑝 

for the skeletonization of the predicted mask.  

The idea of clDice is the computation of soft-Dice, that is to compute the fraction of 𝑆𝑝 that lies 

within 𝑉𝑙, which we call the topology precision (𝑇𝑝𝑟𝑒𝑐) and the fraction of 𝑆𝑙 that lies within 𝑉𝑝, which we 

call the topology sensitivity (𝑇𝑠𝑒𝑛𝑠). When 𝑇𝑝𝑟𝑒𝑐 and 𝑇𝑠𝑒𝑛𝑠 have been calculated, it could be considered 

that 𝑇𝑝𝑟𝑒𝑐 is susceptible to false positives and Tsens to false negative. Since we need to maximize both 

precision and sensitivity, we define clDice to be harmonic mean also known as F-1 or Dice, the formula is 

shown in (4) [20]. 

 

𝑐𝑙𝐷𝑖𝑐𝑒(𝑉𝑝, 𝑉𝑙) = 2 𝑥
𝑇𝑝𝑟𝑒𝑐 𝑥 𝑇𝑠𝑒𝑛𝑠

𝑇𝑝𝑟𝑒𝑐 + 𝑇𝑠𝑒𝑛𝑠
 (4) 

 

where 𝑇𝑝𝑟𝑒𝑐 is the topology precision and 𝑇𝑠𝑒𝑛𝑠 the topology sensitivity. Extracting an accurate skeleton is 

essential to the CP_clDice method. Figure 3 illustrates how Soft-clDice works. 
 

 

 
 

Figure 3. Computation of Soft-clDice 



                ISSN: 2722-2586 

IAES Int J Rob & Autom, Vol. 14, No. 2, June 2025: 260-272 

264 

However, skeletonization using erosion and dilation is not fully differentiable and therefore cannot 

be captured by a loss function. Instead, doing morphological thinning, we use an alternative that is using 

max-pooling and min-pooling. Thus, a soft-skeletonization technique was proposed to be the alternative, 

where an iterative min- and max-pooling is applied to approximately simulate erosion and dilation. Figure 4 

illustrates how min-pooling, max-pooling, and the use of ReLU activation function could be an alternative.  

 

 

 
 

Figure 4. Morphological thinning using min and max pooling 

 

 

2.3.  Proposed method (CP_SDUNet) 

Our proposed method combined SDUNet with the CP_clDice loss function. Previous studies [20] 

proved that clDice as a loss function improved the segmentation result. Therefore, we use the spatially 

enhanced extractor in SDUNet to obtain the best road extraction network and preserve its network’s 

topology. Since the objective is to maintain topology while achieving accurate segmentation and not learn the 

skeletonization, it is proposed that clDice combine with soft-Dice to be used as a loss function represented in 

(5). 

 

𝐿𝐶 = (1 −  𝛼)(1 − 𝑠𝑜𝑓𝑡𝐷𝑖𝑐𝑒) +  𝛼(1 − 𝑠𝑜𝑓𝑡𝑐𝑙𝐷𝑖𝑐𝑒) (5) 

 

where α is the coefficient that divides the work for each loss function and a ∈ [0 , 0,5], 𝐿𝐶  is the CP_clDice 

Loss, making this loss function a connectivity preserving the Centerline dice loss function. Figure 5 

illustrates what the proposed network architecture looks like. 
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Figure 5. CP_SDUNet architecture 

 

 

2.4.  Experiments 

The experiment will be divided into two parts. The first is the CP_SDUNet performance experiment 

and the joint loss configuration experiment. All the experiments used NVIDIA DGX A-100 GPU with 

TensorFlow as its framework. 

 

2.4.1. Experiment design 

The experimental design used for this research is illustrated in Figure 6. First, for the data 

preprocessing stage, the input from the dataset will be taken by its original size, then it is cropped and resized 

to 256×256 pixels or 128×128 pixels. Each size is used in different experiments. After the image is 

preprocessed, it goes to an augmentation where the data will be increased via augmentation, then to the 

model for training. After that, the result of each model will be evaluated using the clDice metric and IoU score. 

 

 

 
 

Figure 6. Methods used in this research 

 

 

2.4.2. Dataset and preprocessing 

In these experiments, we used the DeepGlobe road extraction dataset [25]. The DeepGlobe Road 

Extraction dataset consists of 6,226 aerial images for training, 1,243 validation aerial images, and 1,101 

aerial test images. The resolution of each image is 1024×1024 pixels. The DeepGlobe Road Extraction 

dataset covers images captured over Thailand, Indonesia, and India. The image of the DeepGlobe Road 

Extraction dataset can be seen in Figure 7, with the example of the real dataset in Figure 7(a) and the image 

mask in Figure 7(b). 

Before the dataset can be used, the dataset will be preprocessed. The images will be first cropped 

and reduced into four parts. Each part is the same size, 512×512 pixels. After that, the ground truth/mask 

images will be normalized to a binary image. An example of the preprocessed images is illustrated in  

Figure 8. The images that have been cropped and resized then need to be processed further with data 

balancing. The data balancing is intended to remove any insignificant image. The example is illustrated in 

Figure 9 with the mask image that has significant information explained in Figure 9(a) and the non-

significant image in Figure 9(b). 
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(a) (b) 

 

Figure 7. Example image of DeepGlobe dataset (a) real image and (b) mask image 
 

 

    
 

Figure 8. Preprocessed images 
 

 

The first image is significantly useful because it contains the road that the model needs to learn, and 

the later image does not have any; thus, it needs to be removed. Not everything but only parts of it; thus, we 

do data balancing by removing images that only have 0.01% road pixels and below. The distribution of the 

data before and after balancing can be illustrated in Figure 10, which shows the image distribution before 

data balancing in Figure 10(a) and after data balancing in Figure 10(b). 

 

 

  
(a) (b) 

 

Figure 9. Example kinds of image with (a) information (significant) and (b) no information (insignificant) 
 

 

  
(a) (b) 

 

Figure 10. Image distribution (a) before and (b) after data balancing 
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The next step involves data augmentation to increase the data volume. The augmentation that will be 

used is random rotation and flipping. After that, the dataset could be used for training but will be used 

differently for each experiment. The dataset will also vary between half and the whole of the real dataset. 

Additionally, the dataset will be divided into training, validation, and testing with an 80:10:10 proportion. 

 

2.4.2. Experimental settings and evaluation 

We perform the proposed model using the TensorFlow framework. The hyperparameters for the 

experiment are as follows: The learning rate for training is 0.001, and we also implemented a learning rate 

scheduler using ReduceLROnPlateau with patience of 4 and a reduced factor of 0.1. The model was trained 

for 40 epochs, using Adam as its optimizer without weight decay. The proportion for the CP_clDice loss that 

was used was 90% soft-dice and 10% clDice loss. For all experiments, metrics that are being used to monitor 

in the training phase are as in (6) to (8). 

 

𝐷𝑖𝑐𝑒 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = 2 ×
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃) + (𝑇𝑁 + 𝐹𝑁)
 (6) 

 

c𝑙𝐷𝑖𝑐𝑒 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =  2 ×
𝑇𝑝𝑟𝑒𝑐(𝑆𝑝, 𝑉𝑙)  × 𝑇𝑠𝑒𝑛𝑠(𝑆, 𝑉𝑝)

𝑇𝑝𝑟𝑒𝑐(𝑆𝑝, 𝑉𝑙) + 𝑇𝑠𝑒𝑛𝑠(𝑆𝐿, 𝑉𝑝)
 (7) 

 

𝐼𝑜𝑈 = 2 ×
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (8) 

 

 

TP, FP, TN, and FN are sequentially the true positives, false positives, true negatives, and false negatives 

based on the model prediction and the ground truth/mask. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  CP_SDUNet performance 

The main experiment is intended to evaluate SDUNet trained by various loss functions for road 

extraction, one of which is the proposed method CP_SDUNet. This experiment is implemented using 

256×256 pixels images and 50% of the actual data for training the model. Due to the size of the data, we used 

half of the actual data in this experiment. The result from the experiment is shown in Table 1. 

 

 

Table 1. The training, validation, and testing result of SDUNet for its loss function variations 
Value Training Validation Testing 

SDUNet 

using BCE 

Loss 

SDUNet using 

CP_clDice Loss 

(CP_SDUNet) 

SDUNet 

using BCE 

Loss 

SDUNet using 

CP_clDice Loss 

(CP_SDUNet) 

SDUNet 

using BCE 

Loss 

SDUNet using 

CP_clDice Loss 

(CP_SDUNet) 

IoU 0.5303 0.61 0.4422 0.5781 0.52 0.593 

clDice 0.7750 0.8293 0.6964 0.8096 0.308 0.88 

Loss 0.0581 0.2283 0.1225 0.2522 -  

 

 

The result given in Table 1 shows that SDUNet using BCE loss performed worse compared to 

SDUNet using CP_clDice loss for its training, validation, and testing results. With the CP_clDice loss, the 

model could achieve better performance with an interest over union (IOU) score of 0.61 compared to BCE 

Loss with an IoU score of 0.53. A 0.08 difference resulted in a very distinct outcome.  

The validation phase also had a big difference, with the CP_clDice loss achieving an IoU score of 

0.5781, and the BCE loss obtaining an IoU score of 0.44. A whole 0.13 difference between the two. Hence, 

the testing result that was shown in Table 1 further confirmed that SDUNet using CP_clDice (CP_SDUNet) 

loss was able to outperform SDUNet using BCE Loss with an IoU score of 0.59 for CP_clDice loss and an 

IoU score of 0.52 for BCE loss, a distinct 0.7 difference. Interestingly, even though BCE loss generally 

produces a good IoU Score, SDUNet with BCE loss obtained a very low clDice score, which means that the 

model could create extraction correctly but did not give a very good centerline for its road. The result of the 

two models is shown in Figure 11, which shows the result of the predicted road when SDUNet is trained 

using clDice loss in Figure 11(a) and the result of the predicted road when SDUnet is trained using BCELoss 

in Figure 11(b). 
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(a) 

 

 
(b) 

 

Figure 11. Result of the predicted road from testing data (a) SDUNet using clDice and (b) SDUNet using 

BCE Loss 
 
 

Next, training with only half of the dataset and a whole dataset would result in a different outcome. 

However, the problem with using the whole dataset is that the data needs to be transformed into an Image 

with a size of 128×128 pixels so that it does not exceed the memory limit, which may lead to the loss of its 

details. Hence, we conducted an experiment using 128×128 pixels input with the whole dataset as its input. 

The experiment was intended to test CP_SDUNet using the whole of the DeepGlobe Road 

Extraction dataset by reducing the input image size to 128×128 pixels. Thus, the result is shown in Table 2 

and Figure 12.  
 

 

Table 2. The training, validation and testing result of CP_SDUNet using image size of 128×128 pixels 
Value Training Validation Testing 

clDice 0.8049 0.7767 0.729 
IoU 0.6041 0.5502 0.578 

Loss 0.2433 0.2841 - 

 

 

 
 

Figure 12. Testing data result using SDUNet with image size of 128×128 pixels 
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From what we achieved, the result showed that using the whole dataset does give a better result, but 

not that significant. The testing result score for clDice decreases from 0.738 to 0.729 while the IoU score 

increases to 0.578. From the testing results, we could also see that the model has successfully extracted the 

roads, but it is still confusing since the image became much smaller. Many pixels that were supposed to 

support the learning were either blurred or removed because of the resizing. Thus, using the whole dataset 

while lowering the resolution leads to suboptimal changes. 

 

3.2.  Joint loss variation performance 

We have tested CP_SDUNet using the combination of 90% Dice loss and 10% clDice loss as its loss 

function configuration. Here, we want to experiment with other combinations to find the best combinations 

for road extraction using CP_clDice. 

 

3.2.1. 80% Dice Loss and 20% clDice loss 

The input image is set to be 128×128 pixels. The batch size and other hyperparameters are the same 

configuration as the previous experiments. The result is shown in Table 3 and Figure 13. 
 

 

Table 3. Training, validation and testing result for SDUNet using 80% dice loss and 20% clDice loss 
Value Training Validation Testing 

clDice 0.8068 0.7943 0.85 

IoU 0.5923 0.5585 0.65 

Loss 0.2439 0.2683 - 

 

 

 
 

Figure 13. Testing data result for CP_SDUNet using the combination of 80% dice loss and 20% clDice loss 
 

 

The results were better than using the 10% combination where the testing score of clDice is 0.85, 

and the IoU is 0.65, which is the best IoU so far, meaning the model could predict roads well. From the 

testing result images, we could also see that it is almost perfect on the second image, while for the first 

image, the model still could not perfectly extract roads. This is due to the side effect of resizing input images. 

 

3.2.2. 70% Dice Loss and 30% clDice loss 

Knowing that the combination of 20% clDice loss and 80% dice loss gave a better result, we tried to 

even further increase the proportion for clDice loss, with 30% and 70% being dice loss. The result of this 

experiment is described in Table 4 and Figure 14. 

The result indicates that increasing clDice loss proportion to 30% led to a poor performance. The 

model started to learn only one part: that is the road. The result may be due to the difficulty of learning the 

road’s location because of clDice loss. clDice loss uses morphology to make skeletonization, and because the 

factor has become greater, it is harder for the model to discern which part is the road. Thus, the experiment 

showed that increasing alpha for clDice is not always good for the model, and the best fit for SDUNet is the 

combination of 20% clDice loss and 0.8 dice loss. 
 

 

Table 4. Training, validation and testing result for SDUNet using 70% dice loss and 30% clDice loss 
Value Training Validation Testing 

clDice 0.0681 0.0690 0.08 

IoU 0.0355 0.0357 0.03 

Loss 0.9317 0.9312 - 
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Figure 14. Testing data result for CP_SDUNet using the combination of 70% dice loss and 30% clDice loss 

 

 

4. CONCLUSION 

The experiment result indicates that the proposed method, CP_SDUNet, achieved excellent road 

extraction due to its spatial context enhancement and further improved with the help of the CP_clDice loss. 

The CP_clDice loss improves the performance and convergence speed for road extraction tasks. Besides that, 

CP_clDice outperforms BCE loss significantly, providing greater confidence on the segmenting road and 

converging much faster. CP_clDice is influenced by its joint loss function, in which CP_clDice performs the 

best when the dice score is prioritized over the centerline dice score and used as complementary. From the 

experiment, we can conclude that the best-performing model configuration uses CP_SDUNet with a joint 

loss configuration of 20% clDice and 80 % dice loss while having 128×128 pixels as the image input size. 

The model yields an IoU score of 0.65 and a clDice score of 0.85, which is the best result throughout the 

experiment. Our findings underscore the importance of preserving road connectivity for practical 

applications. The results provide strong empirical evidence supporting CP_SDUNet's potential as a reliable 

solution for road extraction from satellite imagery. 
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