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 Image segmentation seeks to distinguish the foreground from the 

background for further analysis. A recent study presented a new active 

contour model (ACM) for image segmentation, termed Gaussian 

regularization selective segmentation (GRSS). This interactive ACM is 

effective for segmenting certain objects in images. However, a weakness of 

the GRSS model becomes apparent when utilized on hazy images, as it is not 

intended for such conditions and produces inadequate outcomes. This paper 

introduces a new ACM for segmenting hazy images that hybridizes a 

pretrained deep learning model, namely DehazeNet, with the GRSS model. 

Specifically, the haze-free images are estimated using DehazeNet, which 

fuses the information with the GRSS model. The new formulation, 

designated as GRSS with DehazeNet (GDN), is addressed via the calculus of 

variations and executed in MATLAB software. The segmentation accuracy 

was evaluated by calculating Error, Jaccard, and Dice metrics, while 

efficiency was determined by measuring processing time. Despite the 

increased processing time, numerical experiments demonstrated that the 

GDN model achieved higher accuracy, as indicated by the lower error and 

higher Jaccard and Dice than the GRSS model. The GDN model can 

potentially be formulated in the vector-valued image domain in the future. 
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1. INTRODUCTION 

Digital image processing involves interpreting and applying digital images to extract information, 

enhancing clarity and practicality for observation. Notably, numerous techniques exist within the realm of 

image processing, including image dehazing and image segmentation. In particular, image segmentation 

involves partitioning or delineation of an image into distinct objects or regions for subsequent processing. 

This technique finds applications in areas such as medical image analysis [1]–[5], robotics, pattern 

recognition, image understanding, and computer vision [6]–[8]. An established method for image 

segmentation is the active contour model (ACM), which relies on mathematical modeling. Furthermore, 

ACMs demonstrate significant efficacy in producing high-quality image segmentation and excel in the 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2722-2586 

IAES Int J Rob & Autom, Vol. 14, No. 3, September 2025: 429-437 

430 

extraction of similar regions [9]. The ACMs present in various applications [10]–[12] can be categorized into 

global and interactive segmentation.  

Global segmentation aims to segment an image object over a whole image. In [7], a local and global 

ACM hybrid was formulated in a fuzzy theoretical framework to segment images with intensity inhomogeneity. 

Moreover, to segment medical images, [13] and [14] successfully developed a hybrid ACM and a simultaneous 

segmentation and correction model, respectively. Another popular strategy to achieve successful image 

segmentation is utilizing the saliency map of images as conducted by [15], [16]. However, all the models may 

produce unsatisfactory results if the targeted object approximates the neighboring object or image noise. Hence, 

to address this issue, an alternative way is to use interactive image segmentation techniques. 

Interactive segmentation is a technique for segmenting an image that focuses on the selected object 

or region of it [17]. In the image processing community, interactive image segmentation is also known as 

selective image segmentation. In addition to robotics, applications suitable for the incorporation of interactive 

segmentation techniques include research fields such as medical imaging [18]–[20], as well as pattern 

recognition [21]. The models require the end user to be interactively involved in determining the targeted 

object by defining a set of markers around it. Accordingly, the models will utilize the marker set to achieve 

an accurate result. One of the earliest interactive segmentation models was developed in [22], which utilized 

a distance function coupled with the regularization (total variation) term. However, the model may produce 

poor results when the object boundary is weak. Thus, a one-level-set idea with area constraint was proposed 

by [23] to overcome the limitation. Although the model is successful, it requires substantial computing costs. 

Therefore, to enhance efficiency, the model in [24] was proposed. The model is effective for the small and 

moderate size of an image. To segment large size of images, Jumaat and Chen [25] successfully proposed a 

new interactive ACM.  

Recently, Saibin and Jumaat [12] have successfully developed an interactive ACM, namely 

Gaussian regularization selective segmentation (GRSS), since the previous models mentioned above are less 

efficient with regard to segmenting images having intensity inhomogeneities. However, GRSS is not 

equipped to segment images affected by haze, leading to suboptimal segmentation outcomes. Note that haze 

in images is unavoidable, particularly during the acquisition phase for real images. According to Ali et al. 

[26], it can be challenging to segment a real image with the presence of haze. Haze is interpreted as an 

atmospheric phenomenon caused by particles such as dust, smoke, and other dry particles suspended in the 

air, affecting obscure visibility and sky clarity. This demonstrates the significance of the image dehazing 

process for real images.  

The commonly used haze reduction techniques, such as DehazeNet [27], can enhance the image 

quality. As a deep learning-based method, DehazeNet is powerful in reducing image haze. Hence, this study 

presents a new ACM for segmenting hazy images that hybridizes the pretrained DehazeNet with the GRSS 

model. Specifically, we estimate the haze-free images using DehazeNet and fuse the information with the 

GRSS model. The newly developed formulation is designated as the GRSS with DehazeNet (GDN) model. 

The subsequent parts of this document are systematically structured into three distinct sections. Section 2 

describes the methodology employed in the study. Meanwhile, Section 3 addresses the results and discussion, 

whereas Section 4 will cover the conclusion and recommendations. 

 

 

2. METHOD  

Section 2 discusses the research methodology for the proposed model. Additionally, the 

implementation process was presented to allow a precise comprehension with regard to how image dehazing 

and segmentation work. Figure 1 illustrates the methodology phase flow involved in this research. 
 

 

 
 

Figure 1. Flow of the research methodology 
 

 

There are four phases included in this research, as illustrated in Figure 1. The first phase is data 

acquisition from available databases. Next, the formulation of the GDN model will be discussed. All the steps 
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to solve the proposed model are explained in detail in this phase as well. Subsequently, a MATLAB 

algorithm will be developed to implement the model. Finally, the proposed model’s image segmentation 

results will be compared to the existing model. The subsequent subsection provides a thorough explanation of 

each phase. 

 

2.1.  Data acquisition 

The first phase of this study is to acquire real test images from publicly available databases [28]–

[32]. In addition, the benchmark images, which are essential for comparing and evaluating different models 

in this study, were also retrieved from the same sources. The images are resized to a size of 256256 pixels 

using MATLAB R2023a software. 

 

2.2.  Model formulation 

In this study, the GRSS model, which was recently proposed by [12], is considered. In the model, a 

set of markers, also known as geometrical constraint A, is utilized, located near the targeted object. The 

distance energy term 𝐷𝐹 = ∫ 𝑃𝑑𝐻(𝜙) 
𝐷

𝑑𝐷, which is formulated in level set function 𝜙(𝑥, 𝑦), in image 

domain D is used where the Euclidean distance, 𝑃𝑑 of each pixels in D from A is applied as defined in [12]. 

Then, the GRSS model is mathematically defined as in (1). 

 

 𝑚𝑖𝑛 {𝐺𝑅𝑆𝑆 =
1

2
∫ (𝑧0 − (𝑓1𝐻(𝜙) + 𝑓2(1 − 𝐻(𝜙))))2

𝐷
𝑑𝐷 + 𝜃 ∫ 𝑃𝑑𝐻(𝜙) 𝑑𝐷

𝐷
} (1) 

 

The Heaviside function is denoted by 𝐻(𝜙), the constant 𝜃 is the coefficient for distance term, the intensity 

average inside segmentation contour is denoted by 𝑓1(𝑥, 𝑦) = 𝑘𝜎 ∗ [𝐻(𝜙)𝑧0]/𝑘𝜎 ∗ 𝐻(𝜙), and 𝑓2(𝑥, 𝑦) =
𝑘𝜎 ∗ [1 − 𝐻(𝜙)𝑧0]/𝑘𝜎 ∗ [1 − 𝐻(𝜙)] indicates the intensity average outside the contour such that 𝑘𝜎 =

𝑒−(𝑥2+𝑦2)/2𝜎2
. The GRSS model is capable of effectively segmenting an object in an intensity inhomogeneity 

image. The segmented contour resulting from the segmentation process using the GRSS model can be 

adjusted interactively by defining a suitable location of the marker set A. However, the GRSS model is less 

effective in segmenting images with haze. Dust, smoke, and other dry airborne particles will cause digital 

images to be corrupted during the image capture process, making it challenging to segment using an image 

segmentation model. To reduce image haze, image dehazing techniques such as DehazeNet [27] are 

frequently used. In DehazeNet, the input image with haze, 𝑍0, can be estimated using the atmospheric 

scattering function (2). 

 

𝑍0 (𝑥, 𝑦) = 𝐽(𝑥, 𝑦)𝑇(𝑥, 𝑦)  +  𝐴(1 −  𝑇(𝑥, 𝑦)), (2) 

 

Here, 𝑍0(𝑥,y) refers to an observed intensity (input image with haze), 𝐽(𝑥,y) represents a scene radiance 

(dehazed image), 𝐴(𝑥, 𝑦) is the atmospheric light, and 𝑇(𝑥, 𝑦) resembles the transmission map describing the 

light that reaches the camera. Note that the DehazeNet was developed utilizing a convolutional neural 

network idea where the input is 𝑍0 while the output is 𝑇(𝑥, 𝑦). The training dataset consists of 100,000 

synthetic patches where the activation function applied is the bilateral rectified linear unit (BReLU). The loss 

function applied is mean squared error with Stochastic gradient descent as the optimizer. Considering the 

atmospheric light, the dehazing algorithm estimates the transmission map, and to obtain the scene radiance 

(dehazed image) J, (2) is rewritten as (3). 

 

𝐽(𝑥, 𝑦) = (𝐼(𝑥, 𝑦)  −  𝐴(1 −  𝑇(𝑥, 𝑦)))/𝑇(𝑥, 𝑦). (3) 

 

With all the ingredients, a new interactive ACM to effectively segment images with haze can be formulated 

by reformulating the recent GRSS model in (1) by integrating the output from the pretrained DehazeNet 

method proposed by [27]. The new formulation is named the GDN model in (4). 

 

𝑚𝑖𝑛 {
𝐺𝐷𝑁 =

𝛼1

2
∫ (𝐽 − (𝑔1𝐻 + 𝑔2(1 − 𝐻))

2

𝐷
𝑑𝐷 +

𝜃 ∫ 𝑃𝑑𝐻 𝑑𝐷 +
α2

2
∫ 𝑍0 − (ℎ1𝐻 + ℎ2(1 − 𝐻))

2

𝐷
 𝑑𝐷

}, (4) 

 

Here, 𝑍0 denotes an input hazy image, J indicates the output of DehazeNet, and 𝛼1 demonstrates the 

coefficient for the fitting term based on the output image from DehazeNet, 𝛼2 is the coefficient for the fitting 

term based on the original hazy input image. The terms ℎ1(𝑥, 𝑦) = 𝑘𝜎 ∗ [𝐻(𝜙)𝑍0]/𝑘𝜎 ∗ 𝐻(𝜙) and 

𝑔1(𝑥, 𝑦) = 𝑘𝜎 ∗ [𝐻(𝜙) 𝐽]/𝑘𝜎 ∗ 𝐻(𝜙) are the average image intensities inside the segmentation contour of 𝑍0 

and J, respectively. The terms ℎ2(𝑥, 𝑦) = 𝑘𝜎 ∗ [1 − 𝐻(𝜙)𝑍0]/𝑘𝜎 ∗ [1 − 𝐻(𝜙)] and 𝑔2(𝑥, 𝑦) = 𝑘𝜎 ∗
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[1 − 𝐻(𝜙) 𝐽]/𝑘𝜎 ∗ [1 − 𝐻(𝜙)] indicate the average of image intensities outside the segmentation contour of 

𝑍0 and J, respectively.  

By calculus of variations, (5) is derived in order to solve the GDN. 

 

 𝛿(𝜙){𝛼1[ 𝐽 − 𝑔1𝐻(𝜙) − 𝑔2(1 − 𝐻(𝜙))](𝑔1 − 𝑔2) + 

 𝛼2[𝑍0 − ℎ1𝐻(𝜙) − ℎ2(1 − 𝐻(𝜙))](ℎ1 − ℎ2) − 𝜃𝑃𝑑}. (5) 

 

Here, the gradient descent method can be used to solve (5) to obtain (6). 

 
∂ϕ

∂t
= 𝛿(𝜙){𝛼1[ 𝐽 − 𝑔1𝐻(𝜙) − 𝑔2(1 − 𝐻(𝜙))](𝑔1 − 𝑔2) + 

[𝑍0 − ℎ1𝐻(𝜙) − ℎ2(1 − 𝐻(𝜙))](ℎ1 − ℎ2) − 𝜃𝑃𝑑}. (6) 

 

In other words, the model GDN in (4) is minimized by solving (6). 

 

2.3.  Algorithm development 

This phase discusses the implementation regarding the suggested model in the segmentation process. 

There are two stopping criteria utilized to stop the process automatically. Firstly, the tolerance value, 𝑡𝑜𝑙 =
1 × 10−6, and secondly, the maximum number of iterations, maxit=100. Equation (6) was implemented 

using MATLAB R2023a software. The MATLAB Algorithm 1 provided summarizes the steps involved in 

the GDN model implementation process.  

Algorithm 1. Algorithm to implement the GDN model

1. Evaluate J using DehazeNet of Equation (3).  

>> HazeImage=input image; >> J=DehazeNet(HazeImage); 

2. Set the value tol, maxit, 𝜃, 𝜎, 𝛼1, and 𝛼2.  

>>tol=1e-6; maxiter=100; theta=80; sigma =12; alpha1=5, alpha2=1; 

3. Define the marker set A.   

>>mx=[59;115;66;7]; >>my=[11;99;192;99]; 

4. Initialize the level set function 𝜙 .  

>>phi=double(bwdist(poly2mask(mx,my))); 

5. For iteration=1 to maxit or 
‖𝜙𝑘+1−𝜙𝑘‖

‖𝜙𝑘‖
≤ 𝑡𝑜𝑙 𝐝𝐨 

Evolve the level set function 𝜙 based on (6).  

Regularize 𝜙 by convolving with 𝑘𝜎.  

end for  

  >> for iteration=1: maxit 

  >>[phi]=GDN(Img,J,mx,my,theta,sigma,maxit,tol); 

>> phi= conv2(phi,K_sigma,'same');R=Residual(phi,oldphi)/norm(oldphi);  

>> if R<tol, break, end >> end; >> figure, imagesc(phi);colormap gray; 

2.4.  Performance evaluation 

In the final phase, performance accuracy with regard to the model will be assessed utilizing Error, 

Jaccard and Dice metrics to compare the results. The 𝐸𝑟𝑟𝑜𝑟 = 1 − (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁). 

Here, true positive (TP) refers to a pixel (or region) that is correctly examined as part of the targeted object. 

At the same time, the true negative (TN) represents a pixel (or region) that is correctly analyzed as not being 

part of the targeted object. On the other hand, the false positive (FP) represents a pixel (or region) that is 

incorrectly labeled as part of the targeted object when it is actually not, while the false negative (FN) denotes 

a pixel (or region) that is incorrectly labeled as not being part of the targeted object when it actually is. In 

addition, a low value approaching 0 indicates that the model accurately segments the input images. The 

formula for Jaccard =|𝑆𝑛  ∩  𝑆∗| / |𝑆𝑛  ∪  𝑆∗| and Dice=|𝑆𝑛  ∩  𝑆∗| / |𝑆𝑛| + |𝑆∗| where 𝑆𝑛 is the set of 

segmented domains of the targeted object and 𝑆∗ is the true set of the targeted object. The return value of 

the similarity function is between the range of 0 and 1. Notably, the closer the result value to 1, the higher the 

level of perfection of the segmentation. The efficiency concerning the suggested GDN model was analyzed 

by computing the processing time. The experiments were conducted on an AMD Ryzen 7 5700X with Nvidia 

GeForce 1070, operating at 3.80 GHz and equipped with 32GB of RAM. The processing time was accurately 

measured utilizing the ‘tic’ and ‘toc’ functions in MATLAB R2023a software. 
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3. RESULTS AND DISCUSSION 

Section 3 defines the numerical experiments conducted and the findings obtained. In this study, all 

real test images were segmented employing the existing GRSS model [12] as well as the proposed GDN 

model. The parameters tol, maxit, and 𝜃 are set to 10−6, 100, and 80, respectively, for both models. 

Meanwhile, the parameters 𝛼1 and 𝛼2 are set in the range of 𝛼1, 𝛼2 = [0.5,10], and normally 𝛼1 > 𝛼2 for 

images with haze while the parameter 𝜎 is set to 𝜎 = [10,200]. The results of these settings are tabulated in 

Table 1. 

 

 

Table 1. The segmentation results 
Test Images GRSS GDN Test Images GRSS GDN 

      
1a 1b 1c 7a 7b 7c 

      
2a 2b 2c 8a 8b 8c 

      

3a 3b 3c 9a 9b 9c 

      

4a 4b 4c 10a 10b 10c 

      
5a 5b 5c 11a 11b 11c 

      
6a 6b 6c 12a 12b 12c 

 

 

The first and fourth columns of Table 1 display all the hazy test images that contain objects 

requiring segmentation. The object designated for segmentation is indicated by green markers and a yellow 

initial contour. The second and fifth columns of Table 1 demonstrate the results using the GRSS model, 

while the third and last columns of Table 1 are the results from the GDN model. Visual observation reveals 

that the GRSS model’s segmentation results clearly demonstrate over-segmentation compared to the 

proposed GDN model. This is due to the fact that the GRSS model cannot clearly define the haze in the 

images in Table 1 (5b, 6b, 7b, 8b, 11b). According to Ali et al. [26], it can be challenging to segment a real 

image with the presence of haze. The segmentation outcomes from GDN indicate that the input images are 

more effectively segmented. The main reason for this is that the dehazing process, that is the DehazeNet [27], 

was added to the GDN model. In particular, the DehazeNet can reduce the haze in the original image [27]. 

Consequently, the segmentation results of the proposed GDN are better compared to the GRSS model. 

Additionally, the effectiveness of both models indicated by error, dice, and Jaccard are computed as well to 

support the results from visual observation. Moreover, the processing time is also recorded to measure 

efficiency. Table 2 tabulates all the quantitative values.  
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Table 2. The values of error, dice, Jaccard, and processing time (time) 
Test Image Error Dice Jaccard Time  

GRSS GDN GRSS GDN GRSS GDN GRSS GDN 
1 0.0430 0.0315 0.8717 0.9100 0.7726 0.8349 7.550 11.930 

2 0.0406 0.0395 0.7264 0.7352 0.5703 0.5813 7.760 11.150 

3 0.0772 0.0756 0.7399 0.7407 0.5872 0.5881 7.540 11.300 
4 0.0093 0.0059 0.9719 0.9824 0.9453 0.9654 7.300 11.770 

5 0.0436 0.0153 0.9565 0.9852 0.9166 0.9708 22.600 41.400 

6 0.0930 0.0274 0.9157 0.9765 0.8445 0.9541 19.590 34.410 
7 0.0730 0.0272 0.9239 0.9729 0.8586 0.9473 19.730 35.060 

8 0.0479 0.0279 0.9270 0.9587 0.8640 0.9206 19.200 33.890 

9 0.0199 0.0198 0.9101 0.9117 0.8350 0.8377 4.880 6.1200 
10 0.1298 0.0778 0.7293 0.8504 0.5739 0.7397 5.760 7.5100 

11 0.0437 0.0363 0.9587 0.9663 0.9207 0.9348 19.100 34.170 

12 0.1285 0.0742 0.8058 0.8989 0.6748 0.8164 8.800 13.160 
Average 0.0625 0.0382 0.8697 0.9074 0.7803 0.8409 12.484 20.989 

 

 

Based on Table 2, the GDN model consistently achieved the lowest Error value across most datasets 

for real images. The mean Error value with regard to the GDN model is 0.0382, while the mean error value 

for the GRSS model is 0.0625. The minimal value of the Error indicates optimal accuracy in image 

segmentation. The GDN model earned the highest Dice value across almost all the datasets. The DSC value 

average for the GDN model is 0.9074, surpassing the GRSS model. This result signifies that the GDN model 

achieved the highest segmentation accuracy in comparison to the existing GRSS model, having an average of 

0.8697. At the same time, the GDN model consistently achieved the highest Jaccard value across most of the 

data. The mean Jaccard value for the GDN model is 0.8409. The GRSS model yields the lowest Jaccard 

value with an average Jaccard value of 0.7803. The highest value of Jaccard indicates a higher accuracy in 

image segmentation.  

These findings are parallel with the visual observation based on Table 1 made above. Additionally, 

these results are evidence of the advantages of combining the image dehazing technique with ACM in a new 

proposed formulation of the GDN model that is capable of producing more precise segmentation in 

comparison to the original GRSS model. However, incorporating the dehazing technique results in a higher 

computation cost when formulating the proposed GDN compared to the existing GRSS model. Thus, the 

average processing time for the GRSS model is the fastest at 12.484 seconds, followed by the GDN model at 

20.989 seconds. To conclude, although the proposed GDN model is slower than the GRSS model, the 

experiments revealed that the GDN model based on the DehazeNet dehazing technique produced the highest 

accuracy, as demonstrated by the higher average values of Jaccard, as well as Dice values, and the lowest 

Error value compared to the GRSS model. 

 

 

4. CONCLUSION  

This work reformulates the GRSS model for hazy image segmentation, using the DehazeNet 

dehazing approach as additional fitting parameters, resulting in a modified variation known as the GRSS with 

DehazeNet (GDN) model. This research’s findings determined that the proposed GDN model generated 

better image segmentation quality in comparison to the GRSS model, as the dehazing term in the GDN model 

was capable of reducing the image haze and consequently helped in generating high segmentation accuracy. 

The outcomes may benefit several applications, including object tracking, driverless (autonomous) cars, and 

traffic surveillance. The primary limitation of the proposed approach lies in its high processing time, which 

affects overall efficiency. Consequently, future research may focus on developing faster optimization 

strategies to solve the model more efficiently. A more comprehensive evaluation across diverse environments 

and application domains is also necessary to further validate the model’s robustness and generalizability. In 

addition, the model has the potential to be extended to color image segmentation by incorporating alternative 

dehazing techniques or color space transformations. Although this study concentrated on grayscale images to 

establish the model’s core performance, future work will investigate its adaptation to color images, which 

could enhance its relevance to real-world scenarios. While this study focused on static image segmentation, 

the proposed model also shows promise for real-time applications, including video-based segmentation. 

Future research may explore its implementation in real-time scenarios by integrating optimization techniques 

aimed at reducing computational latency. Furthermore, evaluating the model on sequential video data would 

enable assessment of its temporal consistency and segmentation robustness, thereby supporting its practical 

deployment in fields such as medical imaging, surveillance, and autonomous systems. 
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